

[image: Cover Page]






[image: Title Page]





People Analytics For Dummies®

Published by: John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030-5774, www.wiley.com

Copyright © 2019 by John Wiley & Sons, Inc., Hoboken, New Jersey

Published simultaneously in Canada

No part of this publication may be reproduced, stored in a retrieval system or transmitted in any form or by any means, electronic, mechanical, photocopying, recording, scanning or otherwise, except as permitted under Sections 107 or 108 of the 1976 United States Copyright Act, without the prior written permission of the Publisher. Requests to the Publisher for permission should be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permissions.

Trademarks: Wiley, For Dummies, the Dummies Man logo, Dummies.com, Making Everything Easier, and related trade dress are trademarks or registered trademarks of John Wiley & Sons, Inc. and may not be used without written permission. All other trademarks are the property of their respective owners. John Wiley & Sons, Inc. is not associated with any product or vendor mentioned in this book.

LIMIT OF LIABILITY/DISCLAIMER OF WARRANTY: THE PUBLISHER AND THE AUTHOR MAKE NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE ACCURACY OR COMPLETENESS OF THE CONTENTS OF THIS WORK AND SPECIFICALLY DISCLAIM ALL WARRANTIES, INCLUDING WITHOUT LIMITATION WARRANTIES OF FITNESS FOR A PARTICULAR PURPOSE. NO WARRANTY MAY BE CREATED OR EXTENDED BY SALES OR PROMOTIONAL MATERIALS. THE ADVICE AND STRATEGIES CONTAINED HEREIN MAY NOT BE SUITABLE FOR EVERY SITUATION. THIS WORK IS SOLD WITH THE UNDERSTANDING THAT THE PUBLISHER IS NOT ENGAGED IN RENDERING LEGAL, ACCOUNTING, OR OTHER PROFESSIONAL SERVICES. IF PROFESSIONAL ASSISTANCE IS REQUIRED, THE SERVICES OF A COMPETENT PROFESSIONAL PERSON SHOULD BE SOUGHT. NEITHER THE PUBLISHER NOR THE AUTHOR SHALL BE LIABLE FOR DAMAGES ARISING HEREFROM. THE FACT THAT AN ORGANIZATION OR WEBSITE IS REFERRED TO IN THIS WORK AS A CITATION AND/OR A POTENTIAL SOURCE OF FURTHER INFORMATION DOES NOT MEAN THAT THE AUTHOR OR THE PUBLISHER ENDORSES THE INFORMATION THE ORGANIZATION OR WEBSITE MAY PROVIDE OR RECOMMENDATIONS IT MAY MAKE. FURTHER, READERS SHOULD BE AWARE THAT INTERNET WEBSITES LISTED IN THIS WORK MAY HAVE CHANGED OR DISAPPEARED BETWEEN WHEN THIS WORK WAS WRITTEN AND WHEN IT IS READ.

For general information on our other products and services, please contact our Customer Care Department within the U.S. at 877-762-2974, outside the U.S. at 317-572-3993, or fax 317-572-4002. For technical support, please visit https://hub.wiley.com/community/support/dummies.

Wiley publishes in a variety of print and electronic formats and by print-on-demand. Some material included with standard print versions of this book may not be included in e-books or in print-on-demand. If this book refers to media such as a CD or DVD that is not included in the version you purchased, you may download this material at http://booksupport.wiley.com. For more information about Wiley products, visit www.wiley.com.

Library of Congress Control Number: 2019931481

ISBN: 978-1-119-43476-4; 978-1-119-43483-2 (ebk); 978-1-119-43479-5 (ebk)






People Analytics For Dummies®

To view this book's Cheat Sheet, simply go to www.dummies.com and search for “People Analytics For Dummies Cheat Sheet” in the Search box.


Table of Contents


	Cover

	Introduction

	About This Book

	Foolish Assumptions

	Icons Used in This Book

	How This Book is Organized

	Beyond the Book

	Where to Go from Here





	Part 1: Getting Started with People Analytics

	Chapter 1: Introducing People Analytics

	Defining People Analytics

	Blazing a New Trail for Executive Influence and Business Impact

	Competing in the New Management Frontier





	Chapter 2: Making the Business Case for People Analytics

	Getting Executives to Buy into People Analytics

	People Analytics as a Decision Support Tool

	Formalizing the Business Case

	Presenting the Business Case





	Chapter 3: Contrasting People Analytics Approaches

	Figuring Out What You Are After: Efficiency or Insight

	Deciding on a Method of Planning

	Choosing a Mode of Operation









	Part 2: Elevating Your Perspective

	Chapter 4: Segmenting for Perspective

	Segmenting Based on Basic Employee Facts

	Visualizing Headcount by Segment

	Analyzing Metrics by Segment

	Understanding Segmentation Hierarchies

	Creating Calculated Segments

	Cross-Tabbing for Insight

	Good Advice for Segmenting





	Chapter 5: Finding Useful Insight in Differences

	Defining Strategy

	Measuring If Your Company is Concentrating Its Resources

	Finding Differences Worth Creating





	Chapter 6: Estimating Lifetime Value

	Introducing Employee Lifetime Value

	Understanding Why ELV Is Important

	Applying ELV

	Calculating Lifetime Value

	Making Better Time-and-Resource Decisions with ELV

	Drawing Some Bottom Lines





	Chapter 7: Activating Value

	Introducing Activated Value

	The Origin and Purpose of Activated Value

	Measuring Activation

	Combining Lifetime Value and Activation with Net Activated Value (NAV)

	Using Activation for Business Impact

	Taking Stock









	Part 3: Quantifying the Employee Journey

	Chapter 8: Mapping the Employee Journey

	Standing on the Shoulders of Customer Journey Maps

	Why an Employee Journey Map?

	Creating Your Own Employee Journey Map

	Using Surveys to Get a Handle on the Employee Journey

	Making the Employee Journey Map More Useful

	Using the Feedback You Get to Increase Employee Lifetime Value





	Chapter 9: Attraction: Quantifying the Talent Acquisition Phase

	Introducing Talent Acquisition

	Getting Things Moving with Process Metrics





	Chapter 10: Activation: Identifying the ABCs of a Productive Worker

	Analyzing Antecedents, Behaviors, and Consequences

	Introducing Models

	Evaluating the Benefits and Limitations of Models

	Using Models Effectively

	Getting Started with General People Models





	Chapter 11: Attrition: Analyzing Employee Commitment and Attrition

	Getting Beyond the Common Misconceptions about Attrition

	Measuring Employee Attrition

	Segmenting for Insight

	Measuring Retention Rate

	Measuring Commitment

	Understanding Why People Leave









	Part 4: Improving Your Game Plan with Science and Statistics

	Chapter 12: Measuring Your Fuzzy Ideas with Surveys

	Discovering the Wisdom of Crowds through Surveys

	O, the Things We Can Measure Together

	Getting Started with Survey Research

	Designing Surveys

	Managing the Survey Process

	Comparing Survey Data





	Chapter 13: Prioritizing Where to Focus

	Dealing with the Data Firehose

	Introducing a Two-Pronged Approach to Survey Design and Analysis

	Evaluating Survey Data with Key Driver Analysis (KDA)

	Having a Look at KDA Output

	Outlining Key Driver Analysis

	Learning the Ins and Outs of Correlation

	Improving Your Key Driver Analysis Chops





	Chapter 14: Modeling HR Data with Multiple Regression Analysis

	Taking Baby Steps with Linear Regression

	Mastering Multiple Regression Analysis: The Bird's-Eye View

	Doing a Multiple Regression in Excel

	Interpreting the Summary Output of a Multiple Regression

	Moving from Excel to a Statistics Application

	Doing a Binary Logistic Regression in SPSS





	Chapter 15: Making Better Predictions

	Predicting in the Real World

	Introducing the Key Concepts

	Putting the Key Concepts to Use

	Understanding Your Data Just in Time

	Improving Your Predictions with Multiple Regression





	Chapter 16: Learning with Experiments

	Introducing Experimental Design

	Designing Experiments

	Selecting Random Samples for Experiments

	Analyzing Data from Experiments









	Part 5: The Part of Tens

	Chapter 17: Ten Myths of People Analytics

	Myth 1: Slowing Down for People Analytics Will Slow You Down

	Myth 2: Systems Are the First Step

	Myth 3: More Data Is Better

	Myth 4: Data Must Be Perfect

	Myth 5: People Analytics Responsibility Can be Performed by the IT or HRIT Team

	Myth 6: Artificial Intelligence Can Do People Analytics Automatically

	Myth 7: People Analytics Is Just for the Nerds

	Myth 8: There are Permanent HR Insights and HR Solutions

	Myth 9: The More Complex the Analysis, the Better the Analyst

	Myth 10: Financial Measures are the Holy Grail





	Chapter 18: Ten People Analytics Pitfalls

	Pitfall 1: Changing People is Hard

	Pitfall 2: Missing the People Strategy Part of the People Analytics Intersection

	Pitfall 3: Missing the Statistics Part of the People Analytics intersection

	Pitfall 4: Missing the Science Part of the People Analytics Intersection

	Pitfall 5: Missing the System Part of the People Analytics Intersection

	Pitfall 6: Not Involving Other People in the Right Ways

	Pitfall 7: Underfunding People Analytics

	Pitfall 8: Garbage In, Garbage Out

	Pitfall 9: Skimping on New Data Development

	Pitfall 10: Not Getting Started at All









	Index

	About the Author

	Advertisement Page

	Connect with Dummies

	End User License Agreement





List of Tables


	Chapter 4

	TABLE 4-1 A Simple Dataset

	TABLE 4-2 Working with Two Variables

	TABLE 4-3 Percentage of Row Total





	Chapter 7

	TABLE 7-1 Setting up a CAMS survey

	TABLE 7-2 Net Activated Value





	Chapter 9

	TABLE 9-1 Headcount.EOP Detailed Active Employee List: Report Dates: 9/30/2017, ...

	TABLE 9-2 Headcount.EOP: Output Table (with Filter for East)





	Chapter 10

	TABLE 10-1 Elements of a CAMS survey





	Chapter 11

	TABLE 11-1 Dealing with the Problems of Exit Surveys





	Chapter 15

	TABLE 15-1 Ranking variables in order of significance









List of Illustrations


	Chapter 1

	FIGURE 1-1: People analytics is what happens when human resources professionals ...

	FIGURE 1-2: Creating a word cloud is a kind of data analysis to identify and vis...





	Chapter 2

	FIGURE 2-1: Business value creation model.

	FIGURE 2-2: The ABC behavior influence model.





	Chapter 3

	FIGURE 3-1: The steps in a project focused on efficiency look nothing like the s...

	FIGURE 3-2: Once the water (project) has fallen over a rock on the cliff (step i...

	FIGURE 3-3: In an agile project, you complete a segment and then “come up for ai...

	FIGURE 3-4: A centralized approach versus a distributed approach.





	Chapter 4

	FIGURE 4-1: Different ways to segment the same company.

	FIGURE 4-2: 2017 Exit Rate % by segment.

	FIGURE 4-3: You can keep slicing the pie until you get no more pieces.

	FIGURE 4-4: Company head count, with all employees categorized into tenure group...

	FIGURE 4-5: Calculating employee tenure from Hire Date in Excel.

	FIGURE 4-6: Converting employee tenure from days into years in Excel.

	FIGURE 4-7: Adding an if-then statement.

	FIGURE 4-8: Employees with tenure less than 1 year are indicated with a 1 and al...





	Chapter 5

	FIGURE 5-1: The Four S People Analytics Framework

	FIGURE 5-2: Missing the strategy part results in a lot of activity without a cle...

	FIGURE 5-3: The chain of logic through which intangible assets will be transform...





	Chapter 6

	FIGURE 6-1: Average software engineer — cost, value, lifetime value, ELV.

	FIGURE 6-2: The increase in ELV from 50 hires.

	FIGURE 6-3: There's more than one way to increase ELV.

	FIGURE 6-4: ELV varies by segment.





	Chapter 7

	FIGURE 7-1: The pitfalls posed if there are problems in attraction, activation, ...





	Chapter 8

	FIGURE 8-1: The triple-A framework.

	FIGURE 8-2: Employee journey map: the first step is to identify the stages.

	FIGURE 8-3: Employee journey map: the second step is to add the company touchpoi...

	FIGURE 8-4: Employee journey map: the third step is to decide how you are going ...

	FIGURE 8-5: Employee journey map: you can also use data from systems.

	FIGURE 8-6: A sample employee journey map.

	FIGURE 8-7: A slimmed-down employee journey map.





	Chapter 9

	FIGURE 9-1: Talent acquisition professionals find candidates and then work those...

	FIGURE 9-2: Calculating hire rate.

	FIGURE 9-3: Calculating growth rate.

	FIGURE 9-4: Somebody needs to step up their game.

	FIGURE 9-5: Getting to 8.

	FIGURE 9-6: A tale of two funnels.

	FIGURE 9-7: Looking at talent acquisition efficiency.

	FIGURE 9-8: Calculating time-to-fill.

	FIGURE 9-9: Calculating time-to-start.

	FIGURE 9-10: Behaviorally Anchored Rating Scale (BARS) for the Listening skill. 

	FIGURE 9-11: Critical Incident Technique Workflow Overview





	Chapter 10

	FIGURE 10-1: The ABC Behavior Change framework.

	FIGURE 10-2: A Johari window.

	FIGURE 10-3: The Service-Profit Value Chain model.

	FIGURE 10-4: A tiny part of an HR data model.

	FIGURE 10-5: A sample system diagram.

	FIGURE 10-6: Contrasting people analytics workflows.

	FIGURE 10-7: One possible CAMS model.

	FIGURE 10-8: An example of activation subindex scoring.

	FIGURE 10-9: The OCAI Culture Congruence model.

	FIGURE 10-10: Sample scoring of OCAI for dominant characteristics.

	FIGURE 10-11: An organizational climate instrument (OCI) model.

	FIGURE 10-12: An example of climate model scoring.

	FIGURE 10-13: An engagement model.

	FIGURE 10-14: Putting engagement model A through its paces.

	FIGURE 10-15: Putting engagement model B through its paces.





	Chapter 11

	FIGURE 11-1: Calculating exit rate.

	FIGURE 11-2: Segmentation categories.





	Chapter 13

	FIGURE 13-1: A complete list of employee survey items sorted from least favorabl...

	FIGURE 13-2: Employee survey items: Bottom 10 favorable, top 10 favorable

	FIGURE 13-3: Employee survey items: Correlation of survey items to the Intent to...

	FIGURE 13-4: Employee survey items: Correlation with Intent to Stay KPI — Top It...

	FIGURE 13-5: Employee survey items: Correlation with Team Effectiveness– Top Ite...

	FIGURE 13-6: Employee survey items ranked by Importance.

	FIGURE 13-7: How to calculate item “Importance”.

	FIGURE 13-8: Key driver quadrant for likelihood to exit.

	FIGURE 13-9: A scatterplot between support and engagement at Acme Company.

	FIGURE 13-10: Person A, Support = 20; Person B, Support = 58.

	FIGURE 13-11: Sample scatterplots, illustrating different types and levels of co...

	FIGURE 13-12: Setting up the data in Excel to compute a correlation.

	FIGURE 13-13: First-year exit and prehire characteristics.

	FIGURE 13-14: Least squares regression line.

	FIGURE 13-15: Add the regression equation and r-squared value to the trendline.

	FIGURE 13-16: Scatterplot, regression line, and equation, computed in Excel.





	Chapter 14

	FIGURE 14-1: A graph of the correlation between employee engagement and job qual...

	FIGURE 14-2: The {Engagement}, {Job-Quality}, {Company-Quality), and {Manager-Qu...

	FIGURE 14-3: Excel displays the Data Analysis dialog box.

	FIGURE 14-4: Excel displays the Regression dialog box.

	FIGURE 14-5: Output of the Excel Regression tool.

	FIGURE 14-6: Labeling your columns in Excel.

	FIGURE 14-7: The Read Excel File dialog box in SPSS.

	FIGURE 14-8: SPSS displays the SPSS Statistics Data Editor.

	FIGURE 14-9: From the SPSS analysis options, select Binary Logistic Regression.

	FIGURE 14-10: The Logistic Regression dialog box.

	FIGURE 14-11: The Logistic Regression: Save dialog box in SPSS.

	FIGURE 14-12: SPSS displays the Logistic Regression: Options dialog box.

	FIGURE 14-13: SPSS displays your initial view of the output of the binary logist...

	FIGURE 14-14: Exporting data from SPSS to Excel.

	FIGURE 14-15: The Excel output of your dataset with predicted values.





	Chapter 15

	FIGURE 15-1: Table of the voluntary exit rate by year.

	FIGURE 15-2: Graph of the voluntary exit rate by year.

	FIGURE 15-3: Adding a trendline and an associated regression equation.

	FIGURE 15-4: The exponential regression equation, added to the graph.

	FIGURE 15-5: Estimating 2017 using 2013 to 2016.

	FIGURE 15-6: Comparison of the same voluntary exit rate data by year, quarter, a...

	FIGURE 15-7: Using Excel's Forecast feature.

	FIGURE 15-8: Selecting options in the Create Forecast Worksheet dialog box.

	FIGURE 15-9: Forecasting voluntary exit rate over 8 quarters with trend and seas...

	FIGURE 15-10: The voluntary exit rate over a longer time horizon.

	FIGURE 15-11: US employment rate from 1948 to 2018 with an Excel forecast extend...

	FIGURE 15-12: A scatterplot showing the relationship between the voluntary exit ...

	FIGURE 15-13: A fictitious company's voluntary exit probability by major segment...

	FIGURE 15-14: Checking the overall fit of the basic employee exit prediction mod...

	FIGURE 15-15: An Excel file, prepared for binary logistic regression.

	FIGURE 15-16: The overall fit of a survey-enhanced employee exit prediction mode...

	FIGURE 15-17: Variables in the exit prediction model equation.

	FIGURE 15-18: From the SPSS analysis options, select Binary Logistic Regression.

	FIGURE 15-19: The Logistic Regression dialog box in SPSS.

	FIGURE 15-20: The Logistic Regression: Save dialog box in SPSS.

	FIGURE 15-21: Exporting data from SPSS to Excel.

	FIGURE 15-22: The Excel output with predicted values.





	Chapter 16

	FIGURE 16-1: Diagram of experimental design.

	FIGURE 16-2: Sample table with a summary of statistics.

	FIGURE 16-3: Inserting error bars.

	FIGURE 16-4: Select the standard error range.

	FIGURE 16-5: The finished graph with error bars.

	FIGURE 16-6: For the t-test function, begin by entering the following syntax dir...

	FIGURE 16-7: The p values returned from these two applications of the t-test for...





	Chapter 18

	FIGURE 18-1: People analytics is the intersection of people strategy, science, s...









Guide


	Cover

	Table of Contents

	Begin Reading





Pages


	iii

	iv

	1

	2

	3

	4

	5

	6

	7

	9

	10

	11

	12

	13

	14

	15

	16

	17

	18

	19

	20

	21

	22

	23

	24

	25

	26

	27

	28

	29

	30

	31

	32

	33

	34

	35

	36

	37

	38

	39

	40

	41

	42

	43

	44

	45

	46

	47

	48

	49

	50

	51

	52

	53

	55

	56

	57

	58

	59

	60

	61

	62

	63

	64

	65

	66

	67

	68

	69

	70

	71

	72

	73

	74

	75

	76

	77

	78

	79

	80

	81

	82

	83

	84

	85

	86

	87

	88

	89

	90

	91

	92

	93

	94

	95

	96

	97

	98

	99

	100

	101

	102

	103

	104

	105

	106

	107

	108

	109

	111

	112

	113

	114

	115

	116

	117

	118

	119

	120

	121

	122

	123

	124

	125

	126

	127

	128

	129

	130

	131

	132

	133

	134

	135

	136

	137

	138

	139

	140

	141

	142

	143

	144

	145

	146

	147

	148

	149

	150

	151

	152

	153

	154

	155

	156

	157

	158

	159

	160

	161

	162

	163

	164

	165

	166

	167

	168

	169

	170

	171

	172

	173

	174

	175

	176

	177

	178

	179

	180

	181

	182

	183

	184

	185

	186

	187

	188

	189

	190

	191

	193

	194

	195

	196

	197

	198

	199

	200

	201

	202

	203

	204

	205

	206

	207

	208

	209

	210

	211

	212

	213

	214

	215

	216

	217

	218

	219

	220

	221

	222

	223

	225

	226

	227

	228

	229

	230

	231

	232

	233

	234

	235

	236

	237

	238

	239

	240

	241

	242

	243

	244

	245

	246

	247

	249

	250

	251

	252

	253

	254

	255

	256

	257

	258

	259

	260

	261

	262

	263

	264

	265

	266

	267

	268

	269

	270

	271

	272

	273

	274

	275

	276

	277

	278

	279

	280

	281

	282

	283

	284

	285

	286

	287

	288

	289

	290

	291

	292

	293

	294

	295

	296

	297

	298

	299

	300

	301

	303

	304

	305

	306

	307

	308

	309

	310

	311

	312

	313

	314

	315

	316

	317

	318

	319

	320

	321

	322

	323

	324

	325

	326

	327

	328

	329

	331

	332

	333

	334

	335

	336

	337

	338

	339

	340

	341

	342

	343

	344

	345

	346

	347

	348

	349

	350

	351

	352

	353

	354

	355

	356

	357

	358

	359

	360

	361

	362

	363

	364

	365

	366

	367

	369

	370

	371

	372

	373

	374

	375

	376

	377

	378

	379

	380

	381

	382

	383

	384

	385

	386

	387

	388

	389

	390

	391

	392

	393

	394

	395

	396

	397

	398

	399

	400

	401

	402

	403

	404

	405

	406

	407

	408

	409

	410

	411

	412

	413

	414

	415

	416

	417

	418

	419

	420

	421

	422

	423

	424

	425

	426

	427

	428

	429

	430

	431

	432

	433

	434

	435

	436

	437

	438

	439

	441

	442

	443

	444

	445

	446

	447

	448

	449

	450

	451









Introduction


You might already be familiar with how the power of data analytics has transformed the fields of marketing, sales, supply chain management, or finance. You may also be familiar with the idea that people are a company’s greatest investment. Well, like peanut butter and chocolate eventually found their way into a delicious treat, these two ideas found their way together, too — the happy result is called people analytics.

Welcome to People Analytics For Dummies, a book written for people open to the idea that there need not be any contradiction between what makes companies great places to work and great at producing business results. People analytics is built on the premise that what makes companies great is people, and that what can make more companies great when it comes to people is data analysis. Not any kind of analysis — specifically, the analysis of people at work.

In this book, you'll find an introduction to the data, metrics, and analysis at the basis of this new field called people analytics. Because it’s a new field, this may be the first time you’re hearing anything at all about it or, like most of the people doing the work today, you’re figuring it out as you go along. In any case, even if you’re familiar with people analytics already, this book may introduce you to new ways of approaching your work and may also provide you with some tips on how best to explain to others exactly what you do. (It never hurts to be able to express clearly and succinctly to others the importance of the work you do.)



About This Book

This is a book about making important management decisions about people by using data analysis rather than whim or instinct. This is a book about getting great business results while at the same time creating a great place for people to work. This is a book about finding a way to be a great company that relies on continuous feedback and learning rather than a mediocre company that's satisfied with either doing it the way it's always been done or that tries to keep up by slavishly copying the competition. This book is the recipe for getting the highest possible individual, team, and company performance while also making employees happier!

In People Analytics For Dummies, I talk about the ways that analysis can connect human resources decisions to business strategy as well as offering an overview of some of the nuts-and-bolts of how to do the analysis. You'll find out about gathering data about your employees at different stages of their careers, detecting patterns from the data, making predictions, and measuring the consequences of the actions you take. You'll find out how to use data to continuously improve the methods you use to attract, activate, and retain talented people so that you can achieve higher levels of productivity.

When I can, I include real-world examples from companies I have worked with — big and small — so that you can learn from the real world how to collect and analyze data in ways that can help you make better business decisions across a wide variety of human resources management topics: recruiting, performance, rewards, learning and development, leadership, diversity, and attrition. These examples show you the broad variety of opportunities for a smart application of people analytics.

Whether you're an executive, a human resources professional, or an analyst, you’ll find something in this book for you.



Foolish Assumptions

To get the most from this book, I assume that you 


	Have worked for, are working for, or want to be working for a company large enough that establishing better decisions about how you manage people can add value

	Are willing to let data help you make decisions about how you identify, select, pay, develop, and manage people

	Are willing to try something different than what you have done in the past or than what other companies are doing

	Are comfortable reading about business strategy, systems, science, and statistics

	Have access to some people data or at least want to collect and analyze people data

	Are looking, of course, for an accessible source that keeps it as simple as possible and provides practical advice about how to get started in the real world, as opposed to what you might find in an academic textbook or scientific journal





Icons Used in This Book

Throughout this book, you’ll see these little graphical icons to identify useful paragraphs:

[image: Tip] The Tip icon marks tips and shortcuts that you can take to make a specific task easier.

[image: Remember] The Remember icon marks the information that’s especially important to know. To siphon off the most important information in each chapter, just skim these paragraphs.

[image: Technical stuff] The Technical Stuff icon marks information of a highly technical nature that you can safely skip over without harm.

[image: Warning] The Warning icon tells you to watch out! It marks important information that may save you headaches. Warning: Don’t skip over these warnings!



How This Book is Organized

The book is arranged into five self-contained parts, each composed of several self-contained chapters. By self-contained, I mean that I do my best to tell you everything you need to know about a single topic inside each chapter. But I admit that more than a few times I had to put references to other parts of the book when it wasn’t reasonably possible to cover in one chapter everything that’s important to know.

The possibilities for adventure are truly endless, but start where you are right now. Whether you’re an executive, HR professional, or analyst, you'll find something worth reading in People Analytics For Dummies.

Here is an overview:


Part 1: Getting Started with People Analytics

These early chapters serve as a primer on people analytics. In this part, you learn to walk before you run, but what you find here lays the foundation for all that comes later. You’ll see my definition of people analytics and find an introduction to its important concepts, applications, and options. You may be especially pleased at the nontechnical nature of the first part. Not much bit-bytes or psychobabble is necessary because, as you see in Part 1, people analytics is about business first, people second, analysis third, and systems last.



Part 2: Elevating Your Perspective

It is unfortunate that most people think of analytics as something that is necessarily abstract, complex, or foreign to what they do. In the beginning of Part 2, you get to see how simply counting people up in different ways and looking at the results can help you gain new perspectives on things you do all the time. The fact is, the methods of people analytics need not be abstract, complex, or foreign — they can just be empirically valid ways of better doing what you always do.

If you read the entire part, you'll have learned some basic methods to get more perspective on how people produce value for businesses (or don’t), have gained insight into why results vary, and have seen how, with careful attention to the right level of detail, you can focus your efforts to get value out of analytics faster. The absence of a business value orientation leads analytics into dead ends and trivial pursuits.



Part 3: Quantifying the Employee Journey

In this part, I define a universal measurement framework for human resources centered around two different but related concepts: the employee journey and something I call the triple-A framework" 


	Employee journey: I call the stages employees go through from the day they become aware of the job opportunity to the day they eventually exit the company the employee journey. Taking this holistic, long-term point of view implied by this term helps you see patterns you would not otherwise have seen had you organized your analysis in any other way. Also, seeing the company through the eyes of employees can help you see the world in a totally new and different way. Sounds clichéd, but it’s true.

	Triple-A framework: The employee perspective is important, but for obvious reasons it has to be paired with the needs of the business as well. The triple-A framework provides the fundamental measurements and analysis for the three big people-related problems each company needs to solve if they hope to grow as a business: attracting talent, activating talent, and controlling the rate of talent exit (attrition).



The combination of the employee journey and the triple-A framework can unify otherwise disparate and competing efforts by providing a single, unified measurement framework that relates employee and company needs with data.

After an introduction to the employee journey in Chapter 8, you'll find more detail on the methods of measurement and analysis in each of the three A’s that follow: attraction (Chapter 9), activation (Chapter 10), and attrition (Chapter 11).



Part 4: Improving Your Game Plan with Science and Statistics

Analytics are all about using data to increase certainty. This is rooted in, at a minimum, math and science, but the analysis of people builds on the knowledge of diverse methods and caveats developed from hundreds of years of research in psychology, sociology, social psychology, and behavioral economics. Most of the current writing on people analytics is either so high-level as to not include any mention of how-to specifics or is pretty difficult to read if you don’t already have an extensive background in systems, behavioral science, or statistics. I can’t do justice to anything that is typically taught in a 6- to-8-year PhD program for the aforementioned topics, but I have carefully selected a few versatile tools that can get you started on your journey and that you can keep using for a lifetime of contributions.



Part 5: The Part of Tens

If you have ever read another book in the For Dummies series, this part of the book is like seeing an old friend again — the friend might be wearing a different outfit, but you will recognize the person right away. The Part of Tens is a collection of interesting people analytics learnings, advice, and warnings broken out into ten easy-to-digest chunks. There are ten misconceptions, ten pitfalls, ten design principles and the like. These chapters crystalize some concepts you get a chance to read in the rest of the book, or a way to get right to the concepts that matter if you haven’t.




Beyond the Book

It used to be that a book started on the first page and ended on the last — not any more. The digital revolution has not just changed the way we buy books, it has also changed the way we write and read books. I have created a plethora of online resources that go together with this book to assist you on your people analytics journey. These items fit more readily on the World Wide Web than they do between the covers of the book (and in doing so saves a few trees in the process). Importantly, these resources can be updated, searched, shared, cut and paste from and downloaded as pdfs.

Two resources I am the most excited about sharing are the HR Metric Definitions Guide and a guide to great sample employee survey questions. At the current time, these are the most comprehensive mainstream sources for obtaining information in this format.

Extras: All People Analytics For Dummies online support resources are accessible for easy download at www.dummies.com/go/peopleanalyticsfd. 


	HR Metric Definitions Guide: Find hundreds of HR metric definitions following a standard convention, organized by topic (Appendix A).

	Great Employee Survey Questions: Find hundreds of great employee survey questions that follow a standard convention, organized by topic (Appendix B).

	Job Analysis: Get started with the crucial task of job analysis (Appendix C).

	Competency Analysis: Learn how to measure competencies with competence (Appendix D).

	Ten Things to Set You On the Right Path When You Analyze Attraction: Here's a great Part of Tens we just couldn’t get fit in the book. (Appendix E).

	Ten Counterintuitive but Unifying People Analytics Design Principles: And the fun never stops! Yet another Part of Tens for your reading pleasure! (Appendix F).



Cheat Sheet: If you are looking for the traditional For Dummies Cheat Sheet, visit www.dummies.com and type People Analytics For Dummies Cheat Sheet in the Search box.

People analytics is a vast domain containing a lot to learn — human resource management, behavioral science, technology systems and statistics, for starters. Unfortunately, one book cannot do justice to all of these topics, but fortunately that’s why there is more than one book in this world (and people to help write them).

Aside from an introduction to something you may not have known much about before, what I aim to do in this book is cover that area of knowledge necessary for a successful application of people analytics not already covered by other books. I provide a unique (if not sometimes strange) point of view about what really matters, honed over many years of practical experiences in the field. What I have to say often isn’t what people thought they would find, but I have seen success and I have seen failure, and I stand by what I think is important enough to share in this format. If you are looking to obtain more depth in a specific technical domain, there are plenty of resources you can turn to in order to go deeper — not the least of which are other For Dummies books.

Other For Dummies books: You can use a number of related books to drill down into topics I could only briefly touch on in this book — for example, Data Warehousing For Dummies (by Thomas C. Hammergren), Business Intelligence For Dummies (by Swain Scheps), SQL All-in-One For Dummies (By Allen G. Taylor), Python For Dummies (by Stef and Aahz Maruch), Predictive Analytics For Dummies (by Anasse Bari, Mohamed Chaouchi, and Tommy Jung), Data Science For Dummies (by Lillian Pierson), Business Statistics For Dummies (by Alan Anderson), R For Dummies (by Andrie de Vries and Joris Meys), Statistical Analysis with R For Dummies (by Joseph Schmuller), Social Psychology For Dummies (by Daniel Richardson), Excel Dashboards & Reports For Dummies (by Michael Alexander), Data Visualization For Dummies (by Mico Yuk and Stephanie Diamond), Tableau For Dummies (by Molly Monsey and Paul Sochan), and Agile Project Management For Dummies (by Mark C. Layton and Steven J. Ostermiller), all published by Wiley. Any and all of these books can produce valuable knowledge, skills, and abilities that can be used to become a more effective leader, implementer, and consumer of people analytics.



Where to Go from Here

You don’t need to read this book from cover to cover. You can, if that strategy appeals to you, but it’s set up as a reference guide, so you can jump in wherever you need to. Looking for something in particular? Take a peek at the table of contents or index, find the section you need, and then flip to the page to resolve your problem.








Part 1

Getting Started with People Analytics


IN THIS PART …

Discover exactly what people analytics is

Make the business case for a people analytics project and figure out where to begin (all at the same time!)

Understand the differences between an insight-oriented analytics project and an efficiency-oriented analytics project

Get acquainted with a matrix of current options for managing people analytics moving forward








Chapter 1

Introducing People Analytics


IN THIS CHAPTER

[image: Bullet] People analytics, defined

[image: Bullet] Examining how some businesses already analyze people data

[image: Bullet] Starting your first people analytics project



A business consists of people who work on behalf of the company (employees) doing things for other people who don’t work for the company (customers). Business decisions about people working for the company — who to hire, where to find them, what to pay them, what benefits to provide, whom to promote, and countless other decisions — have a substantial unseen impact on the company’s capability to meet customer needs, bottom-line performance, and reputation.

Traditionally, the way the leaders of companies have made human resources-related decisions has been based on gut instinct, copying what other companies are doing, tradition, or compliance with government mandates.

Today, many business decisions are now being made with data. What customer segments to focus on, what product feature improvements to make, what projects to invest in, and where to put a new store are just a few of countless examples of important business decisions that are increasingly made with data. If you go into a board meeting or participate in an investor phone call, you will see that the most important parts of the discussion are all about a series of important numbers recorded in the balance sheet, what the company is seeing in other numbers that suggest actions that may impact the balance sheet, and whether or not previous actions that promised to impact the numbers in the balance sheet have actually done so. The conversation may drift from abstract to tangible and back to abstract again, but numbers serve the purpose of keeping the conversation anchored to what is real and to drive accountability for real results.

Fortunately, now you can use data for human resources-related decisions, too. Thanks to the prevalence of human resource information systems, plus the wide-scale accessibility of modern data collection, analysis, and presentation tools, human resources-related decisions can be made with data just like countless other business decisions.

In this chapter, I define the term people analytics and talk about some of the ways that companies I’ve worked with have used a human resource approach informed by data to solve real-life business problems. Then I describe how you also can add people analytics to your arsenal — and increase your people data savvy, too.



Defining People Analytics

At a high level, people analytics consists simply of applying evidence to management decisions about people.

More specifically people analytics lives at the intersection of statistics, behavioral science, technology systems, and the people strategy.

[image: Remember] People strategy means making deliberate choices among differing options for how to manage a group of people.

Figure 1-1 illustrates how people analytics joins together these four broad concepts (statistics, science, systems, and strategy) to create something new that didn’t exist before.

[image: Diagram of the 4S People Analytics framework illustrating how people analytics joins together four broad concepts (statistics, science, systems, and strategy) to create something new.] FIGURE 1-1: People analytics is what happens when human resources professionals realize the power that a good dataset gives them.




Many forward-thinking companies are already realizing the benefits of evidence-based decision making in human resources. To identify what other people think people analytics is, I rounded up 100 job descriptions related to people analytics from job boards. To summarize, I created a word cloud from the words in those job descriptions; it appears in Figure 1-2.

[image: Illustration of a word cloud created from the words taken from some 100 job descriptions, to identify and visualize trends in vocabulary.] FIGURE 1-2: Creating a word cloud is a kind of data analysis to identify and visualize trends in vocabulary.




If you’re not already familiar with word clouds, this is how they work: The more frequently a word appears in the text that you’re analyzing, the bigger and darker that word looks in the word cloud. You can tell from the figure that data, analytics, human resources (HR), and business must be central concepts to people analytics.

These 100 job descriptions are from Human Resources department that are ahead of the pack in using hard data and analysis as decision-making tools. The insights data is providing these companies gives them an advantage over companies that do not yet know how to do these things. A vast majority of companies do not yet have people analytics and most people do not even know what people analytics is. That being the case, you, by learning about people analytics, will be in a great position to differentiate yourself among your peers (and your company among its competitors).


Solving business problems by asking questions

Like all business analysis disciplines, people analytics offers businesses ways to answer questions that: 


	Produce new insight

	Solve problems

	Evaluate the effectiveness of solutions and improve going forward




Produce new insight

Donald Rumsfeld once said, “There are known knowns; there are things we know we know. We also know there are known unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns — the ones we don't know we don't know.” Donald Rumsfeld can get his words a little twisted up, but to finish his point for him: the most perilous things in this world for you are the things you should know but don’t know you should know. One of the great contributions people analytics can make to you is to reveal some of the perilous things you don’t know and don’t even know you should know but in fact should know.

This unknown unknowns’ problem can be epitomized by an experience I had with a large pharmaceutical company. This company was very successful. It had an over hundred-year history of scientific achievement and business success. This company was a leader and financial powerhouse in its industry, if not all industries. They were a great company and they knew it.

With a smart, scientifically-oriented management team, the company tried to measure nearly everything. As a result, it was among some of the first companies to apply rigor to human resources with data. This is how I got stared in the field of people analytics before we even called it people analytics. After working at this company, I went on to do this work at other companies, but work in the people analytics field was few and far between back in the early days.

One of the earliest data-oriented human resource activities at this great pharmaceutical company was to participate in a common employee survey conducted across many companies, facilitated by a consulting firm that would provide confidentiality to everyone involved. This survey allowed the company to compare itself as an employer against a selection of the highest-performing companies across all industries across roughly 50 aspects of the employee experience using roughly 100 survey items. A few examples of the categories of employee experience the survey measured were: employee opinion about the company’s prospects for future success, leadership, managers, pay, benefits, opportunities for learning and development as well as attitudes such as overall satisfaction, motivation, and commitment to the company.

In reviewing the results, it was no surprise to all that this well-run company performed above other high-performing companies in nearly all categories of the survey. Employees at this company were on average more committed, more motivated, and happier than employees at other companies and all of this could be validated statistically.

What was surprising to everyone was that the company performed slightly below other high-performing companies in a set of questions the survey referred to categorically as Speaking Up. The Speaking Up category represented agreement or disagreement with statements that indicated employees felt the company provided a safe environment for them to express their concerns or disagreements with their superiors. This finding seemed odd, because everyone talked about how the company had a history of making decisions by consensus. When young, intelligent scientists joined the company, they were told to be aware of the importance of consensus in the company’s culture and should therefore expect to work together with others more than they might have had to do in previous environments.

Given the seeming oddness of the Speaking Up finding, and that the company had performed well on all other questions on the survey, no substantive new actions were decided. There was some concern expressed by the head of human resources about the Speaking Up items, but at the time there was an ongoing debate among the executive leadership team about whether or not the company should intentionally break its culture of consensus decision-making in order to keep up with new competitors. At the time, the assessment of the leadership team was that, overall, the survey results were good and the Speaking Up issue must have just been echoes of their effort to change the culture for the better.

No one at the time foresaw the connection between the survey findings and the disaster that would ensue next. Around that time, a previously successful but bullheaded research director had disregarded the concerns of some scientists about a possible safety issue with a drug. The safety issue was not crystal clear at that time, but the issue should have received more attention. The executive had a reputation for having a big ego, but he also delivered results for the company, so the company let him win this argument. Time and attention costs money. The scientists’ concerns about the drug were squelched in favor of progress. The result of rushing ahead was a drug that later had to be recalled — a foolish mistake that risked lives, cost the company billions of dollars, and nearly took down the company for good. At the direction of the bullheaded director, the company pushed through a pharmaceutical product that should have been scrutinized further. Specifically, no scientists should have been made to feel unsafe to express their opinion and all credible concerns should have been researched more thoroughly before taking the drug to market.

What this example shows is that even simple early efforts in people analytics — a seemingly trivial employee survey — can deliver new insight that is not obvious or trivial. The result in this case may not be the best example of successful people analytics, but it illustrates the potential in ways that success wouldn’t have. Unfortunately, at the time nobody knew that the weakness identified in the survey was so important. The survey produced an insight that blew in the opposite direction of what the executives believed and so the weakness that had been correctly identified was disregarded. Mysteriously, the employee survey had actually predicted the reason for the company’s near demise — it was providing access to an unknown unknown. In short, the survey was warning us about something the company otherwise could not have known was important. Had the company taken the Speaking Up issue more seriously, executives could have put in place a way for the concerned scientists to express themselves so the bullheaded director could have been checked, preventing the giant mistake. Now I know how important it is to take even a basic employee survey effort very seriously, because you don’t know what you don’t know, but when you ask a lot of questions you have a flying chance of finding out what you don't know.



Solve problems

Data can also help you devise solutions to known problems.

A children’s hospital knew that the attrition rate for nurses in their first year was 25 percent. This means that 1 in 4 nurses hired would leave the company in the first year they were employed by the company. In contrast, the average employee attrition rate was only 10 percent, meaning 1 in 10 people overall would leave the company in a given year. Therefore, early tenure nurse attrition was 2.5 times worse than average attrition. Even worse, early tenure attrition is a self-reinforcing problem, because if you change nothing there was a fairly high chance the replacement may also leave as quickly and around and around you go.

For good reasons, the hospital wanted to bring that early tenure nurse attrition rate down. Each nurse exit in the first year had to be replaced by another nurse that had to be identified, hired, onboarded, and trained. Of course, hiring and training new nurses’ costs money, but, more importantly, new nurses are less familiar with how to deal with complex situations and more likely to make mistakes than experienced nurses.

Some analysis of applicant and employee history data showed that the hospital could hire nurses more likely to stay by simply hiring more experienced nurses, rather than nurses straight out of nursing school. Seems obvious to say now, but they didn’t really know how much of a difference it would make for them operationally until they looked at the data. While more experienced hires have to be paid more, the data showed they were also more likely to be successful and they were more likely to stay with the children’s hospital beyond their first year. By focusing on hiring the candidates with the characteristics that predicted longevity, the data showed the hospital could reduce the overall first-year attrition rate from 25 percent to 15 percent. The reduction in attrition on the cost of recruiting and training would more than offset the cost of spending more money to hire experienced nurses from the outset. As time went on, the attrition rate of nurses decreased, costs went down, and patient safety measures went up.



Evaluate solutions and plan to improve

You also can use data to evaluate the effectiveness of solutions on a small scale so you can make sure the solutions will actually work before implementing them more broadly. Experiments can provide a dataset that allows testing ideas in ways that prevent costly mistakes (facilitating improvement) before rolling out ideas more broadly.

A pet store chain had a history of keeping track of standard retail measures, like same store sales and customer satisfaction, as well as people-related measures, like employee enthusiasm and knowledge of pet-related topics. Measuring both kinds of data together helped the pet store chain uncover correlations between how it hired, trained, and rewarded employees in the stores and the goals it was trying to achieve: increased customer loyalty and increased store sales.

By looking at the employee and customer data together, the company knew many things that other companies could only dream of knowing. For example, the pet retailer knew that the more employees in the stores knew about a pet topic, the more the store would sell in that pet topic area. For example, if people in the store knew a lot about frogs, they would sell more frogs. If they knew less about birds, they sold less birds and bird-related supplies, and so on and so forth across every category of pet. If store employees had the knowledge necessary to capture the imagination of the customers as well as help the customer solve their pet problems, the customer would, over time, spend more money at the store. As a result of this information, the pet retailer consciously hired, trained, and rewarded employees in ways designed to increase employee knowledge about pet topics. The pet retailer also used test results to identify stores that needed training, measure the results of that training, and assess its impact on the bottom line.

Despite their best efforts, however, the pet store chain was seeing increased competition from big-box retailers, grocery stores, and online retailers, which made it difficult to grow revenue profitably. Big-box retailers, grocery stores, and online retailers were starting to stock many of the same items as the pet retailer and they could offer these items at a lower cost. If the pet retailer decided to compete on cost, it would put pressure on the profit margins of the pet retailer because the pet retailer didn’t have other items they could mark up to make up for the losses in the items they marked down to compete. To make matters worse, this was in a period of economic downturn and increasing gas costs. Customers were condensing their shopping trips to as few store locations as possible and they were selecting the lowest-priced locations with the largest range of products. The bottom line is that less customers coming into the pet stores meant less sales.

The pet store needed to get a handle on its situation, and so it embarked on some new store-level experimentation and analysis. One of the experiments the pet retailer embarked on was to use some of the square footage available in some of the stores to offer pet services in addition to pets and pet supplies. Examples of pet services include: dog grooming, doggie daycare, dog training, and pet health clinics. The theory was that services would provide a reason to draw more people into the stores and, just as increasing pet knowledge increased sales, the pet retailer hoped that offering services would do the same. But no one really knew if this was true.

In the beginning, the services were not offered at all pet store locations. The expertise required to offer these services required new company training and the employees hired to perform these roles needed to be more skilled, which meant they also needed to be paid more. The company had to learn how to source, hire, train, and pay entirely new types of people for entirely new types of jobs than they were accustomed to in the past. Rolling this idea out to all stores — without a period of observation and learning — could bankrupt the company. By choosing a small number of stores to start with, the company could measure the impact of the changes, assess their performance, and assess what to do next. If the experiment with the new services was working, the services could be expanded to more stores — if not, then the service program could be modified or abandoned. If the company had implemented the services in all stores, then it would not be able to assess if they were working or not and it would be very risky.

The way to analyze data from an experiment of this nature is straightforward. The pet retailer chose a small set of stores to usher in the new pet services and chose another set of stores without the services to act as a comparison. With relatively simple math, the pet retailer was able to identify the impact of the services on customer store visits, sales, and loyalty using the same data and metrics they had already been using just by comparing locations to each other. The experiment validated that adding services in fact increased store visits, overall customer spending, and customer loyalty in the stores that offered services versus those stores that did not. It may seem obvious that when people went to the pet store to get Fido groomed that they also would be more likely to purchase other items. A less obvious finding was that those customers that got Fido groomed also spent more on Fido over the entire lifetime of Fido, not just at those visits when Fido and the pet parent were in the store together for the grooming. By offering services, the pet retailer was both attracting and creating better lifetime customers. The inevitable result is increased sales.

Through its analysis, the pet retailer was able to validate the fact that its investment in people to provide services was working. The stores where services were available produced more of the business outcomes the company was looking for and those stores that did not provide services did not. The solution for the company then became more certain — expand the program. Additional research questions included the mix of services to offer in the stores and how to scale the services to more stores with equal quality, but the company knew enough to proceed and could evaluate these more complex questions as they worked services into more stores in differing packages.

Further analysis of the store-level employee data over time indicating that the satisfaction and retention (reduction of attrition) of the new service employees in the store had more impact on customer loyalty and sales than that of other types of store employees — cashiers or stockers for example. Across all jobs, the more distinct pet-related knowledge for the job required, the more impact attrition in that job had on the pet retailer’s success. With this information, the company prioritized how it allocated its people budget to reduce attrition in key jobs, as opposed to spreading their resources out thinly across all jobs, which might produce inferior results — or no results — while spending the same amount of money. The pet retailer learned that employee attrition matters more in certain key jobs and, since profit margins were thin, they had to prioritize where to spend their money to get the best results.

[image: Remember] Many people do not like to talk about differences in pay, but the reality is that there are always differences in pay based on many factors. Job responsibility is a valid criterion for differentiating pay. It is natural, in everyone’s best interest, and generally agreed to be fair, for each company to focus its resources on the unique jobs and people that make it successful. Furthermore, any entry level store worker that wanted to learn a more lucrative service job had the opportunity to apply — and frequently they did. Having a ladder of jobs of increasing skill and pay made working for the pet retailer more of a long-term career opportunity to potential employees, rather than just a fun, short-term job fix. By adding higher-paying services roles, the pet retailer was able to make themselves more attractive to both the customers and employees it wanted to attract for the long term.




Using people data in business analysis

People are the face, heart, and hands of your company. All companies depend on people in every aspect of their business because people 


	Empathize with customers wants, pains, and problems

	Create and improve products and services

	Design, manage, and execute the strategies, systems, and processes that help everyone work together toward a productive enterprise



Considering how important people are to the performance of each company, it’s amazing that more companies don’t study employee data for insight into their businesses. Your company probably hires experts with advanced skills to analyze your finances, equipment, and workflows, so why isn’t anyone studying the people who use these things?

Part of the reason is that, until recently, the pool of available employee data was pretty shallow. When companies had only physical file folders full of employee data stored in the file cabinet, the opportunities for deep, meaningful analysis were few. Over the past couple of decades, though, the amount of electronic data that companies keep (intentionally and unintentionally) about their employees has quietly been building.

Today, your company probably has a flood of electronic employee data, whether you realize it or not. You’ll find some of this data in obvious places, but you might not have thought about the data available from some of the sources I list here: 


	Employee resource planning systems (ERP)

	Human resources information systems (HRIS)

	Payroll systems

	Applicant tracking systems (ATS)

	Learning management systems (LMS)

	Performance management systems

	Market pay benchmark surveys

	Employee surveys

	Email and calendar system data

	Corporate intranet (internal websites) traffic data

	Job boards

	Social network comments

	Government Census and Department of Labor data



The good news is that businesses do seem to know that their employees are their greatest asset. What businesses don’t seem to know is how to analyze data about their employees to improve their business outcomes. In the chapters in this book, I demonstrate how you can do just that.



Applying statistics to people management

All managers think they’re above average at making decisions, but at least half of them are wrong! I’ve just demonstrated the wide variety of data that human resources managers have available to them, but they need the right tools and methodologies to interpret and make decisions based on that data. If you misinterpret your data, the option that seems right can turn into a disaster for your company.

That’s where statistics come in. You might think of statistics in terms of the procedures a statistician uses, like t-tests and regressions, but analyzing data with statistics isn’t just a mechanical operation. My favorite book on statistics, The Nature of Statistics, by Allen Wallis and Harry Roberts, defines statistics as “a body of methods for making wise decisions in the face of uncertainty.” The field of statistics offers the tools, but you need to wisely apply those tools to produce useful insight from data.



Combining people strategy, science, statistics, and systems

As a relatively new field, people analytics feels a lot like what I imagine the Wild West of American folklore must have felt like: There aren’t a lot of rules, and everyone’s making their own way to some unclear new opportunity.

If you asked a group of people analysts to describe their work, the answers you’d hear would likely be quite different from each other and depend a lot on the background of the individual person. Here are some examples of how the categorically different types of people you find working in the field of people analytics think categorically differently about what they do. 


	Human resources: Someone with this background might describe people analytics as “the decision science of HR” or “the datafication of HR.” Put a different way, as customer analytics is to sales, people analytics is to human resources. The focus of a person with a human resources or management strategy background is likely on the implications of data on how the company manages people or human resources conducts its work, with less emphasis on the nuances of how the data was produced.

	Behavioral science: A person who comes from a scientific background is likely to describe people analytics as simply a new term referring to the near century old practice among university professors and graduate student research to study people in the workplace in fields as wide ranging as: psychology, sociology, anthropology, and economics. This crowd carries the all-important distinction of three letters behind their name, (PhD) or two letters before their name (Dr.). The focus of the doctors is on the application of science to human behavior to produce new learning, less so on the day-to-day processes to efficiently collect, store, and use the data. Scientists are best at identifying new data that should be collected and developing a reliable and valid means to collect that data, but probably not best at how to do that efficiently.

	Statistics or data science: These folks might describe people analytics as using statistical methods and machine learning algorithms to infer insights about the people aspects of businesses from data. Their focus is on mathematics and technical processes to produce insight from an existing dataset, with less emphasis on the determination of what data should be collected or how to apply the findings from data to produce change.

	Information technology: Someone in this camp probably would focus on those systems that would make reporting and analysis more efficient to produce. Their focus is typically more on the overall data architecture and systems than the analysis itself. From an information technology standpoint, people analytics is nothing more than the application of reporting (sometimes referred to as business intelligence) to the specific domain of human resources, as opposed to something new and different.



The answer, of course, is that people analytics is all of these things, and a dozen things in between. You can apply the tools of people analytics to many purposes. Just like in the Wild West, rugged individualism is a common characteristic among people analysts, but we still stand to gain a lot by listening to and learning from each other.




Blazing a New Trail for Executive Influence and Business Impact

The human resources organization that endeavors to incorporate people analytics into its processes stands to benefit in many ways. Not only does mathematical analysis of data add weight and seriousness to the proposals to deliver to your executive team, but the results you get from programs you based on data are also better for the employees and the company.

Taking on new analytical responsibilities isn’t something you can do lightly, though. For human resources professionals who are accustomed to the ways of “old HR,” people analytics methods might seem very strange at first. However, learning these new tricks is definitely worth your while.


Moving from old HR to new HR

For human resources practitioners, learning new problem-solving approaches based on data and analytics doesn’t mean abandoning the soft skills they’ve developed over their careers. People analytics simply adds more tools to your human resources tool belt.

I tell you in the following list about some of the differences I’ve seen between organizations that use only the “old HR” approach and those that have also incorporated the “new HR” tools and methodologies — the benefits of expanding your toolset will speak for themselves: 


	Old HR focuses on creating policies based on how we have done it before or based on a concept known as best practices. Best practices is the idea that your company can achieve greatness simply by copying the practices of other successful companies. The concept of best practices assumes that the selected best practices are what resulted in those other companies’ success, without any scrutiny of whether or not that is actually true or if the presumed benefits of the new practices can be replicated from one situation to another. Instead, New HR uses data to evaluate what was working or not working for you already in the past, scrutinize assumptions underlying proposed changes, predict what will happen if changes are implemented, and evaluate if the predictions made were correct or not.

	Old HR produces overworked HR professionals. The old way was to implement all possible ideas that might matter and keep adding to this each year without scrutinizing what worked or didn’t in the past, and therefore resulted in adding a lot of new activities without taking any old activities away. The old way resulted in too many commitments and not enough time or resources to achieve consistent results in any one area. New HR uses data to direct time and resources on what matters most and reducing time and resources on those things that do not matter at all or as much.

	Old HR directs HR professionals to deliver programs, practices, processes, and policies in functional focus silos such as Talent Acquisition, Compensation and Benefits, Employee Relations, Diversity. New HR uses data to identify system-level results coming from cross-functional inputs and collaboration on big picture problems.

	Old HR assumes that success consists of staying busy with activity. New HR doesn’t confuse motion with progress.

	Old HR often focuses on the questions of how to increase the consistency of HR activity or how to reduce the operating costs of HR activity. New HR focuses on the question of how to increase the value of HR activity through evaluation of business impact.

	Old HR is a service provider to the rest of the company. New HR is a trusted business partner.





Using data for continuous improvement

Continuous improvement is an old business topic that is more important today than it was even in the past. People analytics is a great tool for iteratively evaluating your policies and processes for continuous improvement. Looking at people data lets you get a high-level view of the organization and then dive down to scrutinize tiny details.

Using analytics, you can narrow the sea of opportunities into a refined focus on what are the most important problems for you to work on right now. Because you’re prioritizing based on correlations to business outcomes data, you know that the problems you’re working on are important ones in your organization — ones that make a difference to the people you work with as well as your customers. You can really tell whether your solutions are working — it’s all right there in the data.

You’ve probably encountered (or even initiated yourself!) programs, policies, and practices that no longer serve the company, or maybe ones you’re not sure ever really worked in the first place. With the data behind you, you can confidently make the call to let go of those that don’t work.

People analytics provides support to your objective of differentiating your company in the market in decisions ranging from the type and quality of talent you want to hire to the way work gets done in your organization to the employee culture you want to create to how you handle pay to what unique benefits you provide to how you express messages to employees and potential employees and to countless other decisions. Human resources professionals who can use data analysis to direct, evaluate, and modify all these human resources-related decisions to the advantage of the company in the market become more valued members of the company’s leadership team.



Accounting for people in business results

In a June 2005 article for Harvard Business Review titled “The Surprising Economics of a 'People Business',” Felix Barber and Rainer Strack encapsulate the growing awareness of the effect that people have on business outcomes: 


In order to identify where and how value is being created — or squandered — people-intensive businesses need people measures that are as rigorous as financial measures, but that help to understand the productivity of people rather than of capital. The distinct but generally unappreciated economics of people-intensive businesses call not only for different metrics but also for different management practices. For instance, because even slight changes in employee productivity have a significant impact on shareholder returns, “human resources management” is no longer a support function but a core process for line managers.



The companies I worked for early in my career were large companies that spent billions of dollars on people: large pharmaceuticals companies, large retail companies, large technology companies, and large hospitals. These large, successful companies had already achieved advantages by paying careful attention to the people they hired and how they managed them, and it just made sense for them to be on the cutting edge of people analytics in their search to multiply their sizable people advantages.

As time has gone on, I have worked with smaller companies in a more diverse range of industries that want to reduce the advantage large companies in their industry have over them or find a new edge by applying people analytics, too. Today, people analytics work is not limited to a specific industry or company size; it offers opportunities that span across and within companies of nearly all types and sizes.


Competing in the New Management Frontier

Data analysis in the field of finance was once the frontier of business management, and the first companies who used it gained a distinct advantage over their competition. In turn, data analysis in the field of marketing was once a competition wrecking differentiator. Over time, though, these techniques became so widely used that their benefits no longer offered a leg up on the competition. Instead, using these kinds of analysis is just the price of entry into the game of big-time business.

Today, I believe that the business world is seeing the rise of data analysis in the field of human resources as the latest example of this trend. Eventually, everyone will need to use people analytics to keep up, but for now, forward-thinking companies have a chance to use it to realize a true advantage.

Now that you’re convinced, your first task is to figure out where to get started. To do that, you need to choose a project. As you will see through the methods and examples I share in this book, people analytics can help you use data to broadly find: 


	Where your company’s people strengths and people weaknesses lie

	How to drive change with data

	How to prioritize and allocate scarce resources and time



Specifically, you'll have to determine where to look to find the best return on investment for your effort in people analytics. 


	Is it in applying data to the recruiting process to find ways to increase recruiter output, reduce hiring time, reduce hiring cost, or increase hiring quality?

	Is the best use of your time in listening more carefully to employees to understand what obstacles are preventing them from doing their best work or using data to identify hidden undercurrents that may be a threat to the company’s future success? Is a bad manager, missing tools and resources, arguments among employees, a lack of competitive pay and benefits, or other issues preventing optimum productivity, resulting in a decline in employee motivation and commitment?

	Is the best use of your time to identify meaning from patterns in data about who stays and who goes? Is it in challenging the common assumptions about what makes an employee stay or leave the company, identifying what employee characteristics or conditions makes employee exit more predictable, determining what actions can management take to reduce the likelihood of its best employees leaving, or evaluating if the actions management is taking are working?



These are just a sample of questions from three broad categories of exploration where you can apply your time and resources in people analytics, among thousands of possibilities.

[image: Remember] The analysis that is most beneficial to one company may not be beneficial at all to another company. Without knowing more about your company, I cannot tell you where you should begin for you to have the biggest impact. To avoid an overcomplicated list of options (and a thousand-page book), I have reduced the range of possible focus into three core people problems that all companies must solve: employee attraction, employee activation, and employee attrition. There will be much more about the concepts, measures, and methods of analysis for these topics in the book to come. A careful review of each of the three high-level areas of focus (attraction, activation, and attrition) provided here in this book will help you determine where your attention will have the most impact for your company.

There is no shortage of opportunities of what you can learn about these topics or places your initial work may take you, so let’s get you started!










Chapter 2

Making the Business Case for People Analytics


IN THIS CHAPTER

[image: Bullet] Demonstrating how people analytics can solve a real-life business problem

[image: Bullet] Benefiting from people analytics decisions and leadership

[image: Bullet] Presenting the promise of people analytics



The view that people matter to business results is consistent across industries and over large and small companies alike, yet when push comes to shove — when each executive’s annual initiatives and priorities are set — people (along with the HR departments tasked with helping these people succeed) are usually an afterthought. Companies spend fortunes updating their equipment, buying and assimilating other companies, launching new marketing campaigns, extending product lines, and carrying out other miscellaneous strategic initiatives, but when it comes to putting real management time and resources into getting really good at acquiring, activating, and retaining people who are the best in the world at carrying out the stated business strategies, very few companies come up with anything of any noteworthy difference. Why is that?

In large part, the answer to this question lies in the short-term financial view rewarded by Wall Street’s quarterly earnings report cycles. Little thought is put into the people-intensive activities that occur over the long term. Yet, if you’re committed to improving your financial results for the long term, you must work to improve the underlying drivers that produce those results — including employee acquisition, experience, engagement, and retention.

How do you make a convincing argument for these people-oriented initiatives? You need to demonstrate a basic value model that illustrates where the results your company aspires for stem from and how people connect to that. (Figure 2-1 shows what a model like this would look like.)

[image: Block diagram of a business value creation model summarizing people results, process results, customer results and financial results, followed by all sorts of industries.] FIGURE 2-1: Business value creation model.




After more than 20 years of working with dozens of different companies of different sizes and in all sorts of industries, I have never heard anyone dispute the logic of the diagram shown in Figure 2-1. So why don’t leaders pay more attention to all the inputs, including people, rather than focus only on the outputs? The likely reason is that improving HR sounds boring. Also, achieving results in the people sphere — managing talent attraction, activation, and attrition — require significant substantive effort over a long period.

[image: Remember] Sustained and substantive work devoted to building success through people — even when proven to move the financial needle — is not often the strength of those who have managed to work their way to the top. They made their own way through what has traditionally been a sink-or-swim world in a fly-by-the-seat-of-their-pants manner, so managing other people over the long term can be a complete blind spot. Nevertheless, someone in senior leadership has to be convinced of how to harness the power of people as a group; otherwise, it will never be a priority.

[image: Tip] Unless you have a business sponsor who believes in the usefulness of people analytics from the start, you’ll have to find some mathematical supports for your arguments. Few busy executives will “take it on faith” that totally changing their approach to people is the best solution for reaching financial Shangri-La.

So, how do you demonstrate that what you can do with HR will help the bottom line? Simple: by using data. And yet, it has become a question of which came first — the chicken or the egg? You need data in order to sell your plan to get the resources you need in order to collect the data, but you can use the data only after getting the resources necessary to collect and evaluate the data.

Somehow you need to make an argument for people analytics even when you haven’t received any support to collect data and apply people analytics yet. I give you the best plays I have to get out of this pickle.



Getting Executives to Buy into People Analytics

Executives are open to new possibilities that change the way they do things when (and only when) they believe those things meet their needs. To boil down many years of economic and psychological theory, every action that people take is because of a dissatisfaction. People feel dissatisfied in their current condition, for some reason. Because of this dissatisfaction, they are internally motivated to take an action to relieve it. Think of it like going to the refrigerator to get a drink when you’re thirsty or quickly jerking your hand from the stove when the pan is still hot. The discomfort triggers action to relieve the pain and to achieve an expected state of increased happiness.


Getting started with the ABCs

An easy-to-understand theory known as the ABC model spells out how to get people to do anything you want them to. (See Figure 2-2.) The letters ABC stand for antecedents, behaviors, and consequences.

[image: Block diagram of the ABC behavior influence model summarizing the antecedents-A, behaviors-B, and consequences-C in the context of a business case. ] FIGURE 2-2: The ABC behavior influence model.




In the context of the business case for people analytics, the antecedents (A) represent the first part of the story that supports why you want people analytics. The A part can consist of the previous experiences and feelings of the executives you’re trying to convince. Sometimes, that involves some pain they are experiencing with employees. Sometimes, what propels executives forward are the observations they make about another company’s efforts in people analytics. Sometimes, what propels executives forward is the convincing arguments of the salespeople who want to sell your executives a new system or service. The A part gets the process started, but it usually isn’t enough to get you all the way there.

Skipping to the last letter in the theory, the consequences (C) represent what the people you’re trying to convince want to happen. What are the consequences of engaging in people analytics or not engaging in people analytics? (In my experience, C is probably driving 80 percent of the motivation to buy into your business case.) The consequences have to be sufficiently large enough to pull people through the costs or hard work of B.

The middle letter, B, refers to the behaviors that are necessary to move from antecedents to consequences. Members of your executive team may need to change the way they make decisions, they may need to invest some money in some systems, or they may have to be willing to let you go collect some data. Given that B involves taking a risk and making some changes, A and C had better be quite compelling.



Creating clarity is essential

One reason for the lack of interest in people analytics among the higher-ups is that the people you want to convince don’t understand how they will be better off with people analytics than without. To put it bluntly, executives don’t see how the supposed benefits justify the cost or the trouble that’s caused by moving from the current state to the proposed state that people analytics offers.

[image: Remember] People rarely make substantial changes or investments based on an abstract premise — no matter how seemingly sound. People make substantial changes and investments to improve their condition in some way. Executives won’t buy into your business case for people analytics unless they believe that their results or social standing will improve or feel that some relief from a previous obligation more than justifies the potential cost and trouble. Therefore, focusing your business case on how the person you want to convince will be better off in the end is the key to your success.



Business case dreams are made of problems, needs, goals

Contrary to popular belief, solutions in themselves really have no value. Solutions derive their value from the problems they were meant to solve. I know there’s a good chance that the reason you picked up this book is that you already sense that you have a problem that people analytics will help you with; you just haven’t fully baked that problem definition until it has crispy edges. Your business leaders probably haven’t defined the problem yet, either — much less realized that it’s a people problem you can solve with analytics. At this point, most business leaders still aren’t accustomed to looking to data to solve HR or management problems that relate to people, let alone looking to HR for data.

The first step in making a business case for people analytics is the same as the first step in starting a people analytics project: Clearly define the problem. People analytics is a solution, and solutions derive their value from the problems they solve. Without a problem, a solution has zero value, so people analytics isn’t the starting point of your business case.

First, you need to understand the problem. It starts with demonstrating that you have a deep understanding of the pain the business generally (and the business leader personally) faces. However, developing that deep understanding takes some serious work and a lot of conversation.

Here are some questions for you to work on answering: 


	What problem can people analytics solve for the person you want to buy into it?

	What is the need that people analytics will satisfy for the person you want to convince?

	What goals can be achieved by people analytics to help the person you want to convince?

	What is the pain that people analytics will take away?



If you can answer one or more of these questions with absolute clarity, you have a good chance of getting your business case approved. If you can’t, you’re on thin ice.

If you don’t have absolute clarity, go meet with more executives and ask them to specify their problems, needs, goals, and pains.

[image: Tip] If the executives want to turn the conversation to what you do, don’t go there. It’s better to keep them talking about what they see as problems than to have them focus on what you see as problems. Stay away from what they think you want to hear — always return the attention to them and their problems.



Tailoring to the decision maker

Here's a scenario: If you were proposing people analytics to a CEO whom you know values a fully engaged workforce and is concerned about productivity levels across the enterprise, you might start with the problem that the company needs to learn more about — why employee engagement is down in some groups and up in some others and how to control it. Therefore, you want to study the drivers of employee engagement. You are using your CEO's language.

Knowing what’s important to the decision-maker you’re trying to convince and using that person’s own language to help them understand your pitch are good strategies. If your CEO believes (or can be easily convinced) that employee engagement is a problem, either generally speaking or in some specific group, this could serve as your opening.

Alternatively, your CEO may believe that employee engagement does matter but may not perceive it to be a problem. In this case, you have more work to do. Then you need to find out what your CEO perceives to be a problem. After you understand that, you can explore whether he or she would be interested in looking for the people connections to help him solve that problem using a new approach that we call people analytics.

In addition to identifying the problem that’s important to your CEO, you also have to understand how she or he makes decisions. People have different preferences for evidence. For some people, the evidence that other successful companies are using people analytics already may be a compelling enough reason for your company to do it too. Other people may have higher standards. They may need to be convinced with a different argument, like this: “Management is important to our future, and management is about people; therefore, people analytics can help us manage better.” Finally, some people may be convinced only by a spreadsheet showing a specific dollar ROI per program.

Keep digging until you figure out the right way to talk to each particular decision-maker that you need to persuade to proceed.

[image: Tip] Influence = IQ × EQ2

To influence the stakeholders who will decide whether your project proceeds, you need the perfect balance of offering solid ideas (Intelligence Quotient/IQ) and offering them in a way that connects with other people (Emotional Quotient/EQ). If EQ represents “people smarts,” it represents both the solution you present and the way you present it, so I squared it.

Your challenge is to define that problem for yourself and articulate it in a way that your potential executive sponsors can understand. Doing this requires, in effect, that you peel the onion. For more on that, see the next section.



Peeling the onion

The particular business problem you’re dealing with depends on circumstances. At first the business problem may not sound like it has to do with people at all, but if you ask the question “why?” enough times consecutively, you usually arrive at some point where the behaviors of people (or the actions they do or don’t take) prove crucial.

Think about all the ways people matter to business results: 


	People invent products and services.

	People interact with customers.

	People do the right things for each other and for the world — or they do the wrong things.



All the things that people do or don’t do have consequences. The thoughts, attitudes, and behaviors of people affect business results. With this concept in mind, it seems obvious that people analytics — a method designed to understand people — is useful at some level. However, though you and I are convinced, you aren’t done yet. Now your work starts.

Have you ever heard some variant of this statement: “A problem well-defined is a problem half-solved” - John Dewey? The truth quotient is high for this one. The more you understand the problem, the more you and others can see how people analytics can help solve the problem.

In this context, “peeling the onion” means that, after you identify a problem, you continue asking probing questions to uncover evidence of the problem. The evidence is useful in putting together a compelling business case.

The evidence 


	Proves or disproves the problem.

	Demonstrates the magnitude of the problem.

	Provides a measurable expression of the problem for analysis.

	Assists you in identifying measures you can correlate with other measures.

	Provides a starting point to measure progress.



I’ve found these questions useful in conversation to peel the onion: 


	How do you know that this is a problem?

	What measurements show evidence of this problem?

	What is the situation right now? What would you prefer it to be?

	What do you think causes this problem?

	Which causes do you think matter most?

	Where, specifically, does this problem show up?

	Whom does this problem affect most? Whom does it affect least?

	When does this problem occur most often?



If this exercise fails to produce any compelling problem for people analytics, your next option is to show the person you are trying to convince a problem that they didn’t know about. They didn’t realize that they have a problem with people, but maybe they should. For this, you need to find a way to collect a little data without much investment. Lure them in with a free taste test to see whether they decide to buy.



Identifying people problems

You often need more than a high-level argument to sway others to a people analytics way of thinking about people. Part of the problem is that everybody has an opinion about people, and most folks are unwilling to change their own opinions; when faced with an opposing view, many retreat to their corner and say, “Well, you have your opinion, and I have mine.” To progress beyond such a stalemate, you need more than just opinions about people — you also need some facts about them.

In my professional experience, executives who have had a small taste of data-derived insights about people cannot resist wanting more, particularly about people at their own company. There are many ways to tempt executives, but you can hardly go wrong with these four metrics: 


	Win/loss ratio of hires and exits to your top competitors: If the majority of number-one picks whom you contact from your competitors reject your recruiters' inquiries, that’s a problem. If you lose 20 percent of your offers to candidates to Facebook, Amazon, Apple, Netflix, or Google (known collectively as FAANG), that’s a problem.

Maybe FAANG isn’t bothering you but a large portion of your employees in key jobs are being poached by the same competitor. That’s a problem. This info isn’t difficult to find — it and could prove to be quite an eye-opener for the executive team.


	Voluntary employee attrition rate by business segment: You can look at division, job function, performance rating, tenure, and region (and any other segment that interests your executives). When you start to look at data like this, you inevitably see something that inspires the interest of executives (or strikes fear deep into their hearts).

	Engagement percent by business-relevant segments: Engagement is an index of survey questions that measures the degree to which employees are committed to the company and motivated to apply discretionary effort. Research shows a large percentage of employees are so frustrated at work that they’re just standing by and collecting a paycheck, with no motivation to do anything more than the bare minimum. An executive who can see data from the company’s own people indicating a problem may be open to pursuing a people analytics strategy to resolve the situation.

	Likelihood to pursue a new job opportunity in the next 12 months and/or likelihood to recommend the company as an employer: Again, you can learn many things from a simple survey question. You would be shocked to realize what people will divulge. These questions have been found to correlate with actual outcomes and with business performance.



These basic insights are not expensive or difficult to acquire, and they’re great entry points to start generating interest and questions to which to apply more advanced people analytics. Most importantly, these insights can elevate problems to the attention of executives — problems they may not have otherwise known about.

[image: Remember] After you have identified problems, needs, goals, or pains, you have a good start — but you still have to figure out the best angle to persuade the executive to invest money and time. To answer this, you have to understand how the executive you want to persuade is motivated.

In the following sections, I give you three options: driven by feelings, driven by time or money, and driven by the need to lead.



Taking feelings seriously

One of the most important discoveries to come out of recent marketing research is that people buy the feeling they anticipate enjoying as a result of purchasing and using the product or service. Counterintuitively, people don’t actually buy your product or service based on a logical assessment of the product’s features; instead, they buy based on the emotion or psychic satisfaction that they imagine it will trigger or stimulate. This is why product quality, service, and relationships are important product differentiators.

To put a marketing research spin on things, what is the feeling that an executive will experience after buying into this idea of people analytics? What you need to do is present the executive with a picture of how people analytics will generate deep feelings of security, comfort, status, prestige, warmth, or personal connection.

Think about what lies under the surface of the executive’s emotions. Does the person want to feel the pride of being on the leading edge? Feel superior to his or her competitors? Avoid being left behind competitively? Feel more certainty and control?

[image: Tip] Outside of general feelings about people, it’s an advantage to know about the problems in the company that this executive is consumed with at the moment. If you talk about that business problem and pose the question “why?” enough times, generally it comes back to a people issue.


ADDING DESIRE AND FEAR TO THE MIX

 
Some people believe that only two basic motivations underlie all action: the desire for gain and the fear of loss.

Here’s a fear-based argument: Imagine, if you will, that if you do nothing to correct certain trends in your enterprise, there’s an increasing risk of diverse candidates bringing an adverse-impact lawsuit against the company at some inopportune moment. The business case for people analytics may be simply this: “Don’t let the company fail to do the right things, resulting in an embarrassing and expensive loss in court. Instead, let’s get ahead of this thing with people analytics to find ways to remove bias from our decision processes.”

If you would rather make a positive business case, what you say may be more nuanced. It may be sharing a summary of all the ways that Google and other well-branded companies are using people analytics to revolutionize their HR efforts. They’re deriving business advantages from people analytics, and you don’t want your company to be left behind.

Keep in mind that the promise of good outcomes is more motivating to some people, and that the fear of bad outcomes is more motivating to others.

Note: Keep an eye out for the consequences of inaction as well. Another way to convince a stakeholder is to talk about what will happen if you don’t do something to solve the problem.






Saving time and money

Some people like those business cases that are all about saving the company time or money. In business, you pay for time, so time and money are basically interchangeable.

The business cases that are used for business intelligence and data science teams usually stress the fact that the company is already spending a substantial amount of time and money preparing reports and analysis for executives; they’re just doing it inefficiently. The business case isn’t centered on whether the company should be preparing the reports — the business case is based on an argument that implementing a system or a centralized team, or both, will reduce the time and money spent generating the same information.

A similar argument can be made for HR, if reporting and analysis work in which executives already find value is already occurring. The business case for making a change is that they can get the same information more efficiently if they give you the money. (This may work in situations where you’re already doing something with data, but probably won't work in situations where you aren’t.)

[image: Tip] You may be better off pointing out that the company is already making a lot of HR-related decisions without data and that using data will allow the company to make these decisions better or faster or for less money than using the archaic decision-making processes.



Leading the field (analytically)

At a high level, you essentially have these three options to run HR: 


	Low cost (don’t even try to compete): You can go for a low-cost, low-frills HR operating model where you're just expecting your HR people to run basic processes legally and as efficiently as possible. You’re running plays that have been run by large companies for over 100 years, so what could go wrong? You’re abiding by government legislation and “pushing paper” as accurately and as fast as you can. If it doesn’t seem to be going well, you're not going to know why, but do feel free to fire the head of HR and try again.

	High quality (follow the leader): You aspire to be like the best companies in the world, so you copy the things they do in HR. If they change their 401k match, you change your 401k match. If they go to open-office floor plans, you go to open-office floor plans. If they give employees beanbags and ping-pong tables, you give your employees beanbags and ping-pong tables. If they give free lunches — well, maybe you can’t do that, but you give one free lunch per week or you discount the company cafeteria or do something related. These are simple examples of “best practices.” You aspire for high quality, and you’re fine with copying, but you don’t want to invent it.

Best practices might sound great, but the problem is that you don’t have unlimited time and money, so you still have to choose. And there's the rub: How are you actually supposed to choose? You don’t really know why the other company does what it does. You don’t know positively whether it really works. You don’t really know whether it’s profitable. You don’t really know whether it was designed to solve a problem that you don’t have. You don’t know whether it creates other, unforeseen problems. That's a lot of you-don’t-knows. How do you choose?


	Innovation: If you do the hard work of asking important questions about how people connect to business results and the best way to manage people, you’ll find your way to answers using data and experimentation. You’ll run your HR department more like a curious science teacher would rather than like a hard-liner hall monitor. You’ll look for empirical certainty about the decisions you make that impact workers’ lives — from whom to hire to how much to pay employees to which benefits to offer.

If you choose the third option, you’ll need some data. Maybe that’s what your executives want you to create. Can you paint a compelling picture of what this will look like? If so, this in itself may be enough to be convincing, given the alternatives.







People Analytics as a Decision Support Tool

The increasing use of technology, enterprise systems, and online recruiting platforms like LinkedIn is generating more information and data than ever before. There’s a common understanding that something in this data might be useful but that, as with a messy closet, people struggle to find what they’re looking for.

The solutions you implement in people analytics are intended to cut through the accumulations of data to find the insight you need in order to make better decisions and improve performance.

Decisions about people are some of the most important and impactful decisions a company can make. Think about all the decisions that are made about people in a business: 


	What type of people to hire

	When to hire people

	How to hire people

	How many people to hire

	Whom to hire

	How much to pay

	How to reward

	What to train

	When to train

	How to train



And so on. The sum of these decisions made about people for a business are demonstrated in the large amount of money that businesses spend on people, as reflected in their ledgers. Certainly, the quality of these decisions impacts the quality of the results of all those expenditures. Important and expensive decisions will be made regardless; with people analytics, you're just better able to connect the dots.

How well decisions are made comes back to the quality of the thinking of the people who make the decision and the information they have to make it. Those who apply data and analysis to making decisions have an advantage. Most business areas where crucial decisions are made — finance, marketing, and operations, for example — have already learned and applied this simple fact. Not applying data to human resources puts HR executives at a substantial disadvantage in obtaining support and resources on a relative basis to leaders of finance and marketing. It also puts the company at a substantial disadvantage to other companies.

If you want to get down to brass tacks, here's the deal: People analytics allows you to measure company performance at a much deeper level than you could before — right down at the people level — which by necessity allows you to 


	Learn from the past to improve results in the future: Whether you’re talking about information gleaned from the hiring process or employee surveys or employee exit interview data or some other type of data, people analytics allows you to learn what is working or not working more quickly so that you can make the adjustments you need to improve performance. People analytics provides the measurement feedback to hold everyone accountable for the effectiveness of the actions we decide to take.

	Predict future performance with greater accuracy: Before the world had a deep appreciation for biology and medicine, it used to be that, when a person fell ill, doctors (if you want to call them that) had a hard time predicting what would happen. After science helped doctors develop more insight into what was occurring inside the body, doctors could do a better job of predicting what would happen when they observed certain patterns. Often, these predictions allow humans to take actions that change their future or the future of others. (For example, if your blood pressure is high, you do something about it with an intent to change the course of a future impending heart attack.) With people analytics, you are doing the same thing by looking deeper into the body of the company, which allows you to measure the health of the company, thus increasing your ability to predict future company outcomes and ultimately enable you to suggest actions that provide more control over company outcomes.

	Focus efforts to improve on things that will have the most impact per dollar input and let go of things that have no significant impact: Many people management and HR practices are based on myths, falsehoods, incompatible ideas, ideas that never really worked, and other actions that worked before but no longer do. People analytics ushers in a new way of being for HR that directs it to apply resources to actions that will have the most impact and take away actions that do not.

	Manage in a more effective way: With people analytics, you can bring forward data, spot problems, and work together to solve problems with enlightened collaborative group participation rather than an authoritarian “gut instinct” management style.

	Know that you’re doing the right thing (and be able to defend that you’re doing the right thing): People analytics can help you make employment-related decisions that are less biased and that provide ongoing transparent feedback, which by nature will result in a more diverse, inclusive, and ethically managed company. These same analytics can be used to defend the decisions that were made with both internal and external stakeholders.

	Reports and analyses can be used when the company is taken to court or to meet the stated requirements of the Equal Employee Opportunity Commission (EEOC).





Formalizing the Business Case

What kind of business case you create depends on the characteristics of the decision-makers, formal processes established to make decisions, and the culture of your company. Some places might require a formal report and a polished presentation in the boardroom. Other companies might be satisfied with a slide show presentation, a short memo, or even an email. The requirements probably vary, depending on the magnitude of resources you’re asking for.

Regardless, a great habit to form as you begin your people analytics journey is to assemble the following (if for no other reason than the clarity of your own thinking): 


	Problem: The clear definition of the problem that you worked so hard to define at the beginning.

	Problem evidence: The symptoms demonstrating that the problem is real.

	Problem impact: The effects that this problem has on the business.

	Solution: The scope and substance of the solution you propose. Create a vision of how good the situation will be after you implement the solution.

	Solution evidence: The criteria that determine that the solution fixed the problem.

	Solution impact: The benefits that the company stands to gain.

	Process: The steps you’ll need to complete in order to implement the solution.

	Cost: Estimates of the funding the project needs.

	Timeline: Dates and milestones for completing the process steps.



You might also want to include a summary of the other solutions you considered, the criteria you used to choose the solution, the methods you used to estimate the gains the company will realize, and other specifics from your notes. If you’re presenting this report to executives, though, you should put that detail in appendixes at the end. One-page summaries on the front of a lengthy document aren’t called executive summaries for nothing!



Presenting the Business Case

The business case itself lays out the problem and the proposed solution. Presenting the business case to stakeholders is an opportunity to evaluate that business case. You confirm that the problem is a real pain point in the company and that the solution you proposed is sound. If you’ve been bouncing ideas off the stakeholders throughout the process, this part of the presentation should yield no surprises.

The presentation also gives the stakeholders the chance to dive into specifics, such as making sure there’s money in the budget for software licenses and confirming the availability of executives, human resources and IT to work on the project.

[image: Tip] Build a modular presentation with time for questions between modules. A monolithic speech that never stops for air will lose your audience. Also, it wouldn't hurt to preview the business case with a few meeting participants to build support so that you have allies in the room. Choose carefully, though; if your stakeholder does not support your business case, they will have time to poke holes in it.

I like to structure my business case presentations like this: 


	Thank everyone in the meeting for the time they have invested to this point. Let them know it was helpful in developing the business case you’re about to present.

	Remind the room of everyone’s mutual self-interests.

	State the objectives for the presentation. Say something like this: “Our objective today is to find out whether the people analytics approach we are suggesting will meet your needs. If not, we want to understand what would have to change.” Leave the door open to try again if they don’t love your business case.

	Review the big picture around the problem.

	Review the problem evidence and problem impact. Ask the stakeholders to make sure you didn’t leave anything out. Let them add, modify, or delete.

	Review the solution evidence and solution impact. Ask them to make sure you got it right and that you didn’t leave anything out. Let them add, modify, or delete.

	Discuss the decision criteria. Does the proposal have to show how the project aligns to an existing company objective? Is there a maximum budgetary requirement? Is there a particular return on investment (ROI) requirement? Is this project in competition with other projects for resources? Is there a particular way you want the business case presented? Essentially, if you have come all this way to ask others to support the work you believe in, you should be able to ask them, “Wouldn’t it be fair for you to tell me how you make this important decision, so I can speak to that now or come back with something better next time I come up here to talk to you about the work I am proposing?”

	Propose the solution steps, costs, and timeline.

	Review how the proposed solution addresses the problems and satisfies the decision criteria.

	Decide to proceed (if all goes well).

	Discuss the specifics of timing, who’s doing what, and project funding.



Ultimately, the business case presentation gives the stakeholders the opportunity to decide that this is a good project to start and that now is a good time to start it. If you’ve defined the problem well and really sold the solution, you’ll soon be starting your first people analytics project.








Chapter 3

Contrasting People Analytics Approaches


IN THIS CHAPTER

[image: Bullet] Understanding how your primary goal affects project design

[image: Bullet] Deciding on a method of planning and mode of operation

[image: Bullet] Designing a solution that will give you what you need



Too commonly, I hear that a company has spent years setting up an advanced data dashboard and visualization system only to discover it doesn’t give executives what they want or need. It is said in different ways. Some examples include: 


	“We implemented a self-service dashboard environment, but nobody uses it.”

	“We have lots of data — we’re drowning in data now — but what we really need are insights.”

	“We have people working on reporting, but now we are looking for ways to get more business impact from our data.”



The good news is that these problems are avoidable if you determine what you’re looking for, design each people analytics project to give you what you need, and communicate with others accordingly.

To simplify the enigma of people analytics possibilities, I offer three of your main project considerations with two options each.



Figuring Out What You Are After: Efficiency or Insight

Here’s the first question to ask when it comes to your own people analytics project: What are you looking to achieve? In my experience, companies embark on people analytics projects primarily to either increase efficiency when answering many different common questions (reporting) or to answer new questions (developing new insight).

Either objective can bring your company value and both are important, but mixing up the two in a single project is a recipe for disappointment. Figure 3-1 shows an overview of the two approaches, with the efficiency-oriented data project emphasizing systems design and the insight-oriented data project emphasizing analysis design. In the following sections, I talk about each one so that you can decide what is your primary focus for each project.

[image: Schematic illustration summarizing the steps involved  in a project focused on efficiency, which is similar to the steps involved in an insight-based project.] FIGURE 3-1: The steps in a project focused on efficiency look nothing like the steps in an insight-based project.





Efficiency

The classic example of an efficiency objective is that you want to use a system to automate reports that someone is already regularly producing on desktop software application like Excel, Tableau or R. For example, you or someone you work with may work for 40 hours per month to produce a regular update to data visualizations of Headcount, Headcount Growth Rate, Hire Rate, Exit Rate, Promotion Rate and Time to Hire, all of which go into a slide deck for the executive management team. These represent seven out of over one hundred possible HR metrics. The process to achieve the visualizations is cumbersome, time consuming and error prone because of the human effort required to get the data necessary to produce the metrics from systems, bring it together, perform calculations, and then make it into graphs. You are able to perform this effort for a limited number of metrics and segments, rather than for all relevant metrics and segments for your company (say, by division, business unit, location, job, tenure, or gender). To increase the number of metrics and segments you can produce each month, you will have to hire more people to perform the work.

Most modern dashboard and visualization systems can automate the actions required to produce hundreds of HR metrics and make them available to a wide number of different users on visual dashboards that can be segmented or filtered so the user can get just what they need or want — say, by division, business unit, location, job, tenure, or gender. If you are hoping to implement data architecture and systems to eliminate the hard work to get the data you or others need — or make it happen with less effort – this is an efficiency objective.

When you pursue an efficiency objective, your most significant choices relate to the data architecture and reporting systems you will use to replace human effort with machine (automation).

Reporting systems continually evolve, so that even the most cutting-edge systems seem out of date within a few years. Once you begin on this path, you will likely feel pressure to overhaul regularly to keep up with cool new features, but frankly, today’s reporting systems perform the same fundamental objective they did 20 years ago: produce the metrics we need all the time with as little human effort necessary, given the current state of technology. That's to say their primary objective is efficiency; the rest is just the outfit you put on it.

If increasing the efficiency of your analytics effort is of more immediate and pressing interest to you than discovering new insights, you have many resources to learn more about this. Books like Business Intelligence For Dummies (by Swain Scheps) and Data Warehousing For Dummies, 2nd Edition (by Thomas C. Hammergren), all from Wiley Publishing, can be quite helpful for understanding the high-level concepts and choices you have to make.



Insight

An emphasis on problems and questions is a hallmark of an insight-oriented people analytics project. You start with a problem you want to work on and then use data to answer questions that you believe will help you better understand that problem.

When you are looking for new insight, your most significant efforts relate to defining the problem focus, the questions that you want answered and the design of an analysis workflow that will offer some insight to resolve the questions. The best insight projects are rooted in the scientific method. You begin with ideas and collect the specific data you need to confirm or reject those ideas, as opposed to hoping to stumble upon an idea you find buried in data accidentally collected in some system designed for other reasons. Though you might find data in systems or you might even set up systems to continue collecting a particular set of data over time, the problem you are analyzing dictates the data you collect and the systems you store it in, not the other way around. The scientific method directs your attention to the particular data that matters for that problem — as a result, the scientific method has many advantages over alternatives. However, the scientific method requires a way of problem solving that may be foreign to people who are not trained in science.

[image: Tip] The scientific method doesn’t necessarily require much or any technology. In some cases, though, statistical applications can be a big help. Minitab, R, SAS, SPSS, and Stata are some popular choices. In the right hands, they can help you use advanced statistical methods to help you tease meaning from the data you collected, in the process increasing your certainty about the insights gained.

A people analytics initiative to achieve insight is better at addressing specific problems and helping with specific decisions.



Having your cake and eating it too

You are interested in both efficiency and insight for different reasons. Sometimes you are looking for answers to new questions, which may require new data and new approaches (developing new insight) and other times you are just looking to improve the workflow you use to get answers to common questions that occur over and over again (developing efficiency).

By forcing you to choose, I have offered a simplified view of a complex continuum of options and decisions. The best data environment for people analytics is designed to meet some aspects of both efficiency and insight needs. That is to say that the best data environment addresses standard reporting needs and can also be leveraged in investigative analysis to produce new insights as well. However, even with a data environment designed to do both, you cannot automatically assume that implementing a reporting system will do both from the get-go.

You also should not assume that projects designed to implement systems that produce reporting efficiency should necessarily precede projects designed to produce insights. If designing a standardized reporting environment will take you one to two years and a several million dollar investment to build, and you can do analysis that will produce insights of immediate value to your company without that architecture, then don’t wait. When performing work that others value, you may produce the justification you need to get agreement to make investments to automate the repetitive actions in a system so they can be performed more efficiently in the future. On the other hand, if the effort to produce a new insight only needs to be performed once or fails altogether then automation is unnecessary. For this reason, I promote the sometimes-counterintuitive idea that it is better to start with insight projects.




Deciding on a Method of Planning

Another question to answer in your people analytics project is about how you plan to manage it: with a waterfall approach or an agile approach.


Waterfall project management

Waterfall project management describes a method that is linear and sequential toward a known outcome. The plan includes every stage of development from the beginning, and those stages do not change. No stage can start until the preceding stage completes. It’s the traditional project management approach.

Imagine a waterfall on the cliff of a steep embankment. Once the water flows over the edge of the embankment and begins its journey down the side, it’s too late to choose a different embankment to fall over. It’s the same situation with waterfall project management: Once a phase of development is completed, the development proceeds to the next phase, and there’s no turning back. Figure 3-2 illustrates the steps that can appear in a waterfall project plan.

[image: A waterfall illustration depicting that once the water (project) has fallen over a rock on the cliff (step in the project plan), there’s no going back, with an arrow mark pointing downward.] FIGURE 3-2: Once the water (project) has fallen over a rock on the cliff (step in the project plan), there’s no going back.




[image: Tip] In a waterfall project, you have to determine correctly all the stakeholders’ needs, preferences, and requirements from the outset. Therefore, waterfall is best suited to scenarios where everyone already knows the solution, such as common standardized reports. When you are able to determine precise project requirements up front, the waterfall approach is fine. If the standard reports and data visualizations that other companies have already implemented successfully suit your needs, then waterfall is a fine approach, if for no other reason than the fact that it is broadly understood and respected.



Agile project management

In contrast to a waterfall approach, agile project management describes a process in which you make a little progress, pause to evaluate the situation and adjust the plan, progress a little more, adjust some more, and so on. Each plan, design, build, and text iteration is known as a sprint.

[image: Remember] If you know at the outset where you are going, mapping the path of the waterfall is obvious. However, if you don’t know exactly where you want to go, or if you know conditions will likely change along the way, the waterfall strategy makes you commit to too many important design decisions up front.

For example, at one major technology company, I was intent upon studying employee commitment, defined as the likelihood a given employee or group of employees would stay or leave in a one-year time frame. I developed an employee survey with an intent to understand what explains, drives, and predicts employee commitment by mathematically correlating employee responses to a series of independent items with how the same people respond to an Intent to Stay item (which I would eventually validate by a precise analysis using actual exit data). The problem to resolve was that at the outset, I could not possibly know what really drives commitment, and therefore I would not know what should not be on the survey. Is it managers? Is it pay? Is it the employee’s reaction to the nature of the mission of the company? Is it the perception of the benefits program? Is it linked to positive or negative interactions with work colleagues? Is it some element of culture? Is it the job design? Is it the organization design? Is it the leadership? Depending on whose research I was reading or who I spoke to, I would get a different answer. The list just kept getting longer and longer. Eventually I arrived at the conclusion that I could not reasonably ask everything that might matter on one survey. The questions I add to the survey would imply that I already know things I clearly don't know. An agile project design allowed me to test several preliminary random sample surveys, modifying between each survey, until I had reached a reasonable conclusion on what questions would be best to include in a broader and more permanent survey effort. With each iteration of the survey, I removed some questions my data analysis showed were not useful and added some new questions to test by the space freed up from the last test.

[image: Remember] The agile nature of the project I describe here was the iterative design. At the outset, I did not know how many tries I would need to arrive at the ultimate design. I kept going until I could reasonably conclude I had arrived at a sufficient number of items significant enough to explain, predict, and possibly control employee exit in the future.

[image: Remember] The problems with people can be uncertain, can appear as one thing but be another, or can start in one place and move to another. Each problem requires a different analysis and different data to solve it, so you don’t know specifically what additional data and analysis you will require until you get into the work. More importantly, your full understanding of what the real problem is may not develop until you progress well into a project.

The agile approach calls for breaking down projects into smaller pieces, releasing segments of the project as they are finished, and requiring closer collaboration between technical and nontechnical stakeholders. It is well suited to the investigative methods you use to gain insights. By employing a more rapid deployment of features, you can evaluate the impact on the behavior and experience of users quickly, reevaluate where you are, and choose your next direction. Figure 3-3 shows a visualization of the iterations in an agile project.

[image: Illustration of an agile project that requires technical and nontechnical teammates to evaluate their work together as they move through the process.] FIGURE 3-3: In an agile project, you complete a segment and then “come up for air” before starting on the next sprint.




An agile project requires technical and nontechnical teammates to evaluate their work together as they move through the process. The shorter time intervals separating conversations between technical and nontechnical stakeholders create valuable learning opportunities for everyone. The agile approach works beautifully for learning: It recognizes the value of everyone, accepts early failures with a constructive attitude, and facilitates a means to work together to solve problems.

[image: Remember] An agile approach requires you to temporarily accept an imperfect or incomplete outcome; however, over the long term, it can get you where you need to go faster and at a lower risk of large-scale failure than the waterfall approach. You don’t want your systems people to labor for a year before you find out that you didn’t need those features or that this report just wasn’t as useful as you thought it would be. Agile helps you find this out sooner rather than later.




Choosing a Mode of Operation

One characteristic of people analytics that I need to talk about is whether you have a centralized team that takes responsibility for the projects or whether you instead ask people across the company to pitch in. One of the questions I hear most frequently is this: If it is thought to be a new job, where should the person or persons in this new job report to?

Some companies have a team of people analytics professionals focused on and embedded in each business division, such as sales, engineering, and operations. Others have people analytics professionals that are embedded in and support the different sub-functions of Human Resources (talent acquisition, compensation, benefits, employee relations, diversity, learning and development, and so) Others have a central team of people analytics professionals focused on the whole company from one team. Figure 3-4 illustrates how people analytics teams might all report to the same place, or each to its own division or HR Center of Excellence head.

[image: “Illustration of a centralized approach versus a distributed approach depicting how people analytics teams might all report to the same place, or each to its own division or HR Center of Excellence head.”] FIGURE 3-4: A centralized approach versus a distributed approach.




[image: Tip] If you’re in a smaller company, you likely have fewer options, simply because you have fewer resources. Your company might not even have enough roles for it to make sense to have a dedicated team of specialized analysts. Engaging local college professors, grad students, consultants or analysts in other parts of the company (marketing, finance, IT, and so on) to fill in the skills gaps is always an option.

A company that starts with a loosely formed group might decide to centralize that function and invest in more dedicated resources as people analytics proves its value to the company over time. However, both approaches have pros and cons, of course, and the distributed approach offers its own benefits even if you can afford many dedicated resources.


Centralized

Centralizing the people analytics function lets a company reduce the inefficient redundancies of distributed mode.

Leaders of companies that centralize the effort tend to hire people with advanced degrees in niche analytical skill sets — superhero nerds, you might say. Focused analysts have the benefit of a full-time dedication to a clear objective. They get to work with a team that was hand-picked to bring all the skills to the table.

A centralized people analytics team also has a perspective that spans the entire company. Though a team dedicated to a single business division or HR center of excellence (a team dedicated to a single area of HR, such as recruiting, training, or employee relations) can focus tightly, it might miss company-wide opportunities or data sources that a centralized team would have the perspective to recognize.

[image: Tip] A huge benefit is the ability to characterize the nature of the whole organization to the Board or CEO as well as each business unit or HR function. You get a “full view” of the organization; this is impossible for a distributed team to produce since they typically will not have access to all the data.

However, the downside of centralization is that it moves the people who generate the people analytics data further away from the people who make decisions based on the data. Among the groups that the people analytics team supports, this separation can create the sense that the people analytics team doesn’t really understand their needs.

Many times, a business division or HR center of excellence creates its own people analytics team when it isn’t receiving the support it needs from the company-wide centralized team. This team is sometimes called a shadow team. The term shadow may sound negative, and a shadow team is indeed widely believed to be an inefficient use of resources. On the other hand, it’s hard to fault group members for investing their own resources to meet their own needs.

Centralizing the team also risks overwhelming your company’s people analysts when multiple parts of the company come asking for support at the same time. Word spreads, and a centralized team can find a line of groups wanting their share of help. The centralized team has to prioritize the requests, which can create dissatisfied internal customers who feel that the centralized people analytics team is disconnected and bureaucratic and not doing enough to support them.



Distributed

A distributed structure is an inclusive model: Anyone and everyone in the company can potentially contribute to a people analytics project. Sometimes people call the distributed model embedded analytics because the tasks are embedded directly into each employee’s job.

With the responsibility for people analytics distributed, there is no question that the people doing the work understand the problem they’re working on, because it’s their own problem. The team leaders are more likely to act on the information from the analysis because they completed the analysis themselves. They can understand and trust its insights.

This hyperfocus on your own problems can be a pitfall as well. For example, the Recruiting team might not know about or consider the data that the Compensation team uses, even if it’s relevant to the problems of recruiting. The analysts on the Compensation team might not think about the benefit other teams can receive from the analysis, because they don’t see themselves as supporting the other teams.

The most obvious potential problem with distributed people analytics is that the people with the skills you need might not have the time or willingness to take on another genre of tasks.

[image: Remember] Even with its drawbacks, the distributed approach is growing in popularity. Increasingly, even large companies are finding that a rigid, top-down centralized people analytics organization is not tenable. However, identifying and organizing a truly distributed network of expertise that is capable of advanced analytics can take years. If your company hasn’t been hiring people all along into all areas of HR with analytical skill sets, it's facing an uphill battle.

A consensus is starting to form that the best architecture is one that blends centralized analysts with a heavier investment from distributed stakeholders. It’s the we’re-all-in-this-together approach. You can’t expect everyone to be able to run advanced statistics, but you can expect them to be more conscious of the range of possibilities, be more analytical, and to use data when making important decisions.


MAKING YOUR OWN PATH

 
Too often, companies try to copy others’ success and call it “best practices.” Just because Acme Company did something and saw revenue increase doesn’t mean that its strategy will work for you. Sometimes comparisons are compelling, but doing the same thing someone else did will never be a business differentiator.

(As a side note, I am waging a war against the concept of best practices. Implementing best practices is copying what someone else did because it worked for them, without consideration for the unique nature of your own business and situation. I’d rather we call them what they are: guess practices. Blindly copying is not a long-term strategy.)

Yes, you can learn from other companies. The most important thing to learn is that the successful ones defined what would make people analytics work by looking at their own goals, resources, and culture. Start small if you have to, and look for opportunities to adapt and grow. Your business will benefit from an analytical, data-driven approach to problem.












Part 2

Elevating Your Perspective


IN THIS PART …

Segment your people data for more insight

Connect people analytics to business value through strategy

See how people connect to business value through the perspective of employee lifetime value

Understand the important way employee lifetime value is different from customer lifetime value and the way to make it work — a measurement called activation

Get acquainted with a powerful new set of tools for management strategy and analysis: Activated Value, CAMS and NAV








Chapter 4

Segmenting for Perspective


IN THIS CHAPTER

[image: Bullet] Obtaining insight through segmentation

[image: Bullet] Following the segmentation process

[image: Bullet] Transforming HR data into segments



Segmentation is a fundamental and essential part of people analytics — or any analytics, for that matter. Segments are crucial when it comes to helping you understand and derive insight from your data.

A segment is a grouping of people who share common characteristics. A segment of people can be thought of as one whole unit or as a portion of another unit. For example, the people who work together in an industry form a segment of the total job market. The people who work together in a company form a segment of an industry, and the people in that particular company can be grouped into many much smaller segments.

Some simple examples of segments within a company are division, business unit, location, and job function (such as sales or engineering). People can also be segmented by characteristics that have nothing to do with the company and everything to do with the person — gender, ethnicity, socio-economic status, age, work experience, educational achievement and personality type, for example. People can be described by things that stay the same or things that change — some examples of things that change are years of work experience, company tenure, job tenure, pay, or attitude. There are nearly an infinite number of potential segments for any dataset about people because people can be described in so many different ways.

[image: Remember] Using data to observe a group of people with data is like looking at a diamond in the light: The brilliance of a diamond is determined by its number of cuts (or facets) and the clarity of the stone. Like diamonds, companies can be viewed in many different ways. The job of people analytics is to increase perspective and clarity.

In this chapter, I introduce you to segmentation, show you some of the ways it’s used in people analytics, and point you toward the use of segmentation to improve the way you think about the people in your company.



Segmenting Based on Basic Employee Facts

As you explore your company’s various systems, such as enterprise resource planning (ERP), human resource information system (HRIS), and applicant tracking system (ATS), you will find many hundreds of different facts about people stored in relational tables. In some cases, administrators input these facts. In other cases, individuals input the facts themselves — self-service, in other words. In other cases, the company actively seeks new facts by distributing surveys or forms. Finally, some facts are generated with no deliberate planning — data is just coincidentally collected by way of other activities or processes — for example email and meeting metadata.

Metadata is simply data that describes other data. Email or Meeting metadata refers to facts that can be observed from the use of company systems — facts that may be useful for analysis. For example, you could potentially learn a lot by analyzing the number of emails sent, number of words in emails, number of unique social connections, number of meetings, average meeting time, concentration of social connections by job function or location, and so on.

[image: Remember] In their primary form, the facts collected as data can seem useless; however, in informed hands, the facts can be transformed into useful information.


“Just the facts, ma’am”

What kind of people data are we talking about? Generally speaking, you can find facts from the following categories of information in one or more of your systems that contain employee data. (I list these facts first and then delve into how to make them more useful.)

Candidate facts 


	Name, or the name the candidate answers to

	Candidate ID, which is a unique number representing the candidate

	Source — recruiting method / channel (for example, LinkedIn, job board, referral, recruiter source, university recruiting, recruitment partner outsourcing)

	Source — most recent employer

	Source — most recent university

	Education level, such as diploma/GED, some college, bachelor’s degree, master’s or MBA degree, or PhD

	Requisition ID, or the unique number representing the job opening

	Test score (For example, a technology company I worked for tested potential software engineer candidates for their level of acumen solving challenges with code. A pet retailer I worked for tested store customer service employees for their knowledge of pet topics following new hire training. A pharmaceutical company I worked for tested aspiring pharmaceutical sales representative for their product knowledge following new hire training.)

	Application date, which is the date of first contact

	Phone screen date, which is the date on which a recruiter first spoke to the candidate

	Date of candidate’s prescreen employment test, if applicable

	Onsite interview date

	Offer date

	Offer acceptance or decline date

	Hire date



Basic employee facts 


	Name

	Employee ID

	Company start date

	Company tenure (how long the employee has been working at the company based on the company start date)



Job facts 


	Job title

	Job code

	Full-time or part-time

	Contractor or employee

	Salaried or hourly

	Temporary or permanent

	Job function, such as sales and marketing, manufacturing and operations, research and development, or general management and administration

	Job management level, such as executive, director, manager, or individual contributor

	Job compensation grade

	Job start date

	Job tenure, or how long the employee has been working in the current job based on the job start date

	Annual pay



Managerial and financial structure facts 


	Manager — this is the name of the manager of the employee

	Next-level manager — this is the name of the manager’s manager (usually this is a director)

	Executive — if you look at an organization chart, this is the name of the highest-level management officer under the CEO on the organization chart tree. (Usually this is a vice president)

	Financial unit (usually the lowest level unit is called a cost center.)

	Next-level financial unit, usually called an organization — there are multiple cost centers in each organization

	Division, which is the highest-level financial unit before the company — there are multiple organizations within each division



[image: Remember] A hierarchy is a relational classification system in which people or groups are ranked one above the other according to status or authority. The most obvious example is an organization chart built by employee-to-manager reporting relationships. Every company will have a different number of levels and different naming convention for their management hierarchy.

Location structure facts 


	Job location

	City

	Country

	Country region, such as northeast, northwest, southeast, southwest

	Global region, such as Asia Pacific, Europe, Middle East, Africa, North America, South America



Core demographic classifiers 


	Gender

	Ethnicity

	Disability status

	Veteran status

	Age

	Generational cohort — Baby Boomers, Generation X, Millennials, and so on

	Marital status



Demographics are important for evaluating the changing composition of the workforce, completing government-required Equal Employment Opportunity Commission (EEOC) reports, and analyzing your process for unconscious bias.

[image: Remember] If your company is headquartered in the United States and has more than 100 employees and/or a U.S. government contract, you are required by law to file Employer Information Reports (EEO-1s) with the EEOC.

[image: Remember] Though demographic information is useful for analyzing patterns, it is inappropriate to use non-job-related personal characteristics like gender, ethnicity, or age to directly make any employment decision, such as whom to hire, whom to promote, or how to pay. In the United States, there are laws that prohibit making employment related decisions on the basis of non-job related personal characteristics and specifically providing protection for gender, ethnicity, age and religion.



The brave new world of segmentation is psychographic and social

If you can get beyond the people data basics, you will someday understand that new insights about people are driven primarily by new and richer types of data about those people. People are cognitively advanced social animals who have minds of their own. To understand and predict their behavior, you have to “see” inside their minds — and in order to do this, you have to ask these animals some questions.

Here are a few examples of the many characteristics you can measure by using survey instruments or tests that can open up a whole new world of important insights to you: 


	Personality types: Some common personality instruments are the Big Five, the Myers-Briggs Type Indicator (MBTI), and StrengthsFinder.

	Attitudes: Some common employee-survey measures are satisfaction, commitment, motivation, and engagement.

	Preferences: A range of topics can be determined using basic questionnaires or advanced survey analysis tools.

	Technology adoption profile: These factors include innovators, early adopters, early majority, late majority, and laggards.

	Opinions: Survey questions might be designed to measure the likelihood to recommend the company to friends and colleagues or to exit the company for a better opportunity.



Look to survey instruments and tests to help you find important differences between people that help you understand, predict, and influence behavior. These types of instruments can help you develop segmentation that will unlock new insight.




Visualizing Headcount by Segment

In its most basic use, counting people by segment can help you see the company in new ways. For example, the numbers in the graphs shown in Figure 4-1 add up to a company’s total head count of 3,100; however, each graph paints a different picture of the company based on the segmentation dimension. These are just six segmentations among hundreds of possibilities.

[image: Illustration depicting the different ways to segment the same company - the six segments based on the segmentation dimension.] FIGURE 4-1: Different ways to segment the same company.






Analyzing Metrics by Segment

One of the main reasons to bother with segmentation is to provide a finer-grained (and thus more convincing) analysis of the data you’re using to get to the root of a problem. Here's an example that illustrates the power of segmentation: Exit Rate % is a metric that measures the percentage of employees at your company who left to go work elsewhere over some specified period.

[image: Remember] Exit rate is synonymous with attrition rate, termination rate, and turnover rate.

The formula for Company Exit Rate % is calculated this way: 


(Total # Company Exits ÷ Company Average Headcount) × 100



Company average headcount is calculated by counting the number of employees at the beginning and end of a period and averaging, or by counting the number of employees each day of a period and averaging, or by using any other consistent period sampling methodology. For example, you can average headcount over a year by weekly, monthly or quarterly snapshots. The reason to use an average headcount is that if the company is changing (either increasing or decreasing headcount) you will get a different answer depending on what day you count — average headcount standardizes.

If your company’s Exit Rate % is 10 percent, it means that 10 percent of your employees left to go work elsewhere in the time frame of analysis.

When viewing Exit Rate % by segment, you calculate it this way: 


= ((Segment # Exits ÷ Segment Average Headcount) × 100)



Segment average headcount is calculated by averaging the number of employees in the segment over the period. You are not dividing segment exits by the total number of employees. You are dividing segment exits by segment average headcount.

For example, if a segment called Segment A had an average head count of 100 people over a year and 20 people left in that year, then the Segment A Exit Rate % = 20%, or ((20 ÷ 100) × 100 = 20). In this example, Segment A has double the exit rate of the average, which is, as I mentioned, 10 percent. This tells you that something may be going on in Segment A.

Figure 4-2 shows quite clearly the explanatory power of moving beyond mere Company Exit Rate % and looking at specific segments within a company — Region, for example, or Business Function or Last Performance Rating. It lets you see the percentage of people within that particular segment who left the company during that period, not the percentage of the total population of exits.

[image: Illustration of the 2017 exit rate percentage by segment depicting how much each segment’s exit rate varies from the company average.] FIGURE 4-2: 2017 Exit Rate % by segment.




[image: Remember] The reason for calculating segment exits as a percentage of segment headcount is that it allows a fair and consistent comparison between segments, regardless of the segment's size. If the calculation is not done as a percentage of segment average headcount, then the larger groups will always show a higher percentage of overall exits — which would tell you only that these were larger groups, not that there was something wrong with them.

When you report Exit Rate % per segment, you can see how much each segment’s exit rate varies from the company average. Clearly, you want to know where each segment is in the range of values. You can use segmentation to identify the segments that require more attention, which helps you move the overall company average the most with the least amount of effort.



Understanding Segmentation Hierarchies

In people analytics, you can use many hierarchical dimensions to describe people, such as manager hierarchy, financial unit hierarchy (cost center hierarchy), location unit hierarchy, or job unit hierarchy. The details vary by company, based on what the units are called and the complexity of the unit relationship structure.

[image: Tip] Start with the method of segmenting business units used by your executives for the purposes of finance and accounting. I refer to this as the financial unit hierarchy, but it may be described using different words at your company. (Most often it is called cost center or business unit structure.)

Here’s an example of how a single individual can be found in a location hierarchy: 


	Location hierarchy example

	
Region = “North America”

   Country = “United States”

      City = “Mountain View”

         Location = “401 Castro Street”

            Floor = “3”

               Desk = “401-3-5901” Employee = “John Smith” ID = “11158”




This outline illustrates that there are six possible levels to describe the geographic location of John Smith. The example reflects a hierarchical tree for one person. Of course, there are many more people in a company. You can count the number of people by any of the levels in this hierarchical structure — each level will contain multiple segments and each segment will contain multiple people (except for the very bottom). Using this example, you can count the number of people by region, country, city, location, or location by floor if you want to. For example, at your company you may find only two countries you can count by but twenty different cities you can count by. If your company is in two countries, then you have only two segments to compare. If you count by city, then you have twenty segments to compare. From this example you can say that you can choose many different ways to count, even if we are only talking about location.

In Figure 4-3, you can see that the company has 2,000 employees in North America, 1,800 employees in the United States, 980 employees in Mountain View, 500 employees at the building at 401 Castro Street, 200 employees on the third floor, and one employee, at desk 401-3-5901, named John Smith.

[image: Illustration of the hierarchical structure where each level will contain multiple segments and each segment will contain multiple people.] FIGURE 4-3: You can keep slicing the pie until you get no more pieces.




As Figure 4-3 illustrates, each person exists only once; however, the same person can be described in many different hierarchical segment structures. Here are three other ways to describe where John Smith is in the company: 


	Financial unit hierarchy

	
Division = “Sales Division”

   Organization = “Enterprise Go-Team”

      Department = “Widgets”

         Cost Center Name = “Widgets – Southwest Territory”

            Employee = “John Smith”, ID = “11158”





	Manager hierarchy

	
CEO = “Sally Rodgers”

   VP = “Bob Woodward”

      Director = “Chris Henderson”

         Manager = “George Harris”

            Employee = “John Smith”, ID = “11158”





	Job hierarchy

	
Job Function = “Sales”

   Job Level = “Individual Contributor”

      Job Family = “Inside Sales”

         Job = “Inside Sales Rep 3”

            Employee = “John Smith”, ID = “11158”




When conducting each analysis, you decide the right level of summarization that’s useful for your analysis. For example, you can count by Division, Location or Job or any combination. All math and science begins with counting. What you count is determined by context and need.

[image: Remember] When you first begin reporting data, you will find lots of inconsistencies between data that’s recorded in systems and what is in different people’s minds. Without a place to store data, an agreed segmentation structure and regular reporting, what you and anyone else sees in their mind’s eye is likely to be very different. Counting provides perspective.

In a certain light, the reconciliation between our mind, others’ minds, and the data that is stored in systems is the point of analytics.



Creating Calculated Segments

Most of the segments I describe earlier in this chapter exist as a single entry in a database structure: for example, Division = “Sales” or Department = “Inside Sales”. In the earlier examples, no calculation is involved in creating a segment — the segment is simply found in the system in the exact way it’s described.

As you might have suspected, other types of segmentation are out there — more specifically, ones that require calculation. In the next few sections, I walk you through a few examples.


Company tenure

The graph showing company head count by tenure, as shown in Figure 4-4, looks like data that just comes out of a system the way it is. However, tenure is a calculated field that results in continuous data, which wouldn’t look good on a graph the way it is. If tenure is calculated as the number of days since an employee started the graph would have as many bars as there are people because everyone would have a different tenure. It would therefore show nothing useful. However, if you take the tenure calculation and create a new variable that describes tenure as a category characterized by ranges of days (0 to 365 days, 366 to 730 days, and so on) then you can count people that fit within a range of days to produce a graph that has a more useful number of segments to produce insight.

[image: Illustration of the five ranges of a company head count, with all employees categorized into tenure group categories.] FIGURE 4-4: Company head count, with all employees categorized into tenure group categories.




For example, you may want to count the number of people in their first year of employment. What you have in the HRIS is start date. Tenure can be calculated by counting the number of days between start date and current date and expressing it as the number of days or years or months. You might find people with 1.1 years, 1.5 years, 1.7 years, .89 years, .5 years, 20.7 years, and so on. Counting by data in this way wouldn’t produce a good graph, because everyone’s number would be unique. To graph by tenure, you need to count the number of people who fall within a range. Figure 4-4 uses the following five ranges: 


	Tenure =

	< 1 Year

	1 Year to 2.9 Years

	3 Years to 4.9 Years

	5 Years to 9.9 Years

	10+ Years






Depending on whether you’re working in Excel or SQL (a database querying language) or another data environment, the formula is different. You also always have more than one way to do anything with data. For example, to count all people in their first year of tenure, you could create a formula that first calculates tenure and then another formula that count those whose tenure is less than 1 year. The logic works like this: If tenure < 1.0 years, then assign a 1 or else assign a 0. Then sum.

To see how you'd do this calculation in Excel, check out Figures 4-5, 4-6, 4-7, and 4-8 below.

[image: Screenshot of an Excel sheet for calculating the tenure of employees from the date they are hired.] FIGURE 4-5: Calculating employee tenure from Hire Date in Excel.




[image: “Screenshot of an Excel sheet for adding a formula to column E, which divides the number of days found in column D converting the tenure of employees from days into years.”] FIGURE 4-6: Converting employee tenure from days into years in Excel.




[image: Screenshot of an Excel sheet for adding an if-then statement to all rows in column F using the Formula Builder.] FIGURE 4-7: Adding an if-then statement.




[image: “Screenshot of an Excel sheet depicting the extension of the if-then statement, highlighting some example rows for individuals that have less than 1-year tenure.”] FIGURE 4-8: Employees with tenure less than 1 year are indicated with a 1 and all others a 0




In Figure 4-5, you see a simplified employee roster that's been exported into Excel, where each row represents a unique currently active employee and each column represents a data fact about that employee. Column C is the employee hire date. I have added the formula in column D, =today()-C2, to calculate the number of days tenure between the employee hire date and today. After inputting this formula and hitting enter, Excel calculates the number of days the employee has worked for the company. You can then drag the formula down into the other rows or use other standard Excel functions to apply it to all rows.

With Figure 4-5, you can see employee tenure; however, this is not a perfect end state. In Figure 4-6 below, I add a formula to column E, which divides the number of days found in column D by 365 so you can see employee tenure converted into years.

Having employee tenure in years is useful, and yet you can see that almost every employee has a different tenure. If you were to count now by column E, you would not get a useful table or graph. In this example, what you want to do is count those employees with tenure less than 1 year. What I do in Figure 4-7 below is use the Formula Builder to add an if-then statement to column F. What the if-then statement does is add a 1 to column F if tenure (calculated in column E) is less than 1 or a 0 if tenure is equal to or greater than 1.

Continuing with this illustration, you can see in Figure 4-8 that I have extended the if-then statement to all rows in column F and highlighted some example rows for individuals that have less than 1-year tenure.

[image: Tip] Assigning a 1 or 0 to a data point changes continuous data into categorical data. A formula like this one may be embedded in the HRIS or in your analytics and reporting environments that assigns all employees into a classification segment and then changes this segmentation dynamically as tenure increases.



More calculated segment examples

Here are some fast-and-quick calculated segments that are useful for most employment-related analysis. If you do any work with people analytics, you will find that you use these calculated segments over and over again: 


	Tenure

	< 1 Year

	1 Year to 2.9 Years

	3 Years to 4.9 Years

	5 Years to 9.9 Years

	10+ Years







	Total job experience

	< 5 Years

	5 Years to 9.9 Years

	10 Years to 14.9 Years

	15 Years to 20 Years

	20+ Years







	Generation cohort

	WWII and Silent Generation

	Baby Boomer

	Gen X

	Gen Y — millennial







	U.S. minority status (simple classification of ethnicity into two segments)

	Minority

	Non-Minority







	Base Pay

	>$100K

	$76K to $100K

	$51K to $75K

	$25K to $50K

	<$25K







	Market pay group – variation A

	>60th Percentile

	40th to 60th Percentile

	<40th Percentile







	Market pay group – variation B

	>75th Percentile

	25th to 75th Percentile

	<25th Percentile







	Market pay group – variation C

	>90th Percentile

	10th to 90th Percentile

	<10th Percentile









Cross-Tabbing for Insight

This section outlines how to get started working with data in segments. Cross tabbing (also called cross-tabulation or cross-tab) is putting data together in a table in a particular way that allows you see if there is a relationship among variables. A basic cross tab puts one method of segmentation on the columns and one method of segmentation on the rows. You use a cross tab if you want to compare the similarities or differences of segments as divided by some other segment. For example, what proportion of employees in each division are men or women? Or do sales employees exit the company disproportionately to the size of their division when compared to the exit rate of other divisions? These and many other questions can be answered without further complication by simply constructing cross-tab table and reviewing the numbers.


Setting up a dataset for cross-tabs

The key to working successfully with cross-tabs is to do the prep work correctly. This usually involves these two major steps:

 
	Extract the data from wherever it is.

	Organize the data in a way that is useful for reporting and analysis, using either a statistical application or a spreadsheet.



[image: Tip] The majority of analysts extract data from a company's HRIS and work with data in Excel. Eventually, you should replace Excel with a more robust and permanent reporting solution; however, it’s a great place to get started.

You may have fields where categorical descriptive information is contained that you need to change into numbers — location, for example. For each employee, you find 1 of 20 different locations. If you want to analyze U.S. versus non-U.S., you can create another field, named US–Reference, and make the value a 1 for any employee at a location in the U.S. and a 0 for any other location. Then you can count U.S. or use that variable in any other more advanced statistical procedure.

Table 4-1 shows you what I mean, by representing a few records from a simple dataset.


TABLE 4-1 A Simple Dataset




	ID


	Division


	Location


	US–Reference (0,1)


	Likelihood to Recommend the Company (0–10)


	Likelihood to Recommend: High Reference (0,1)







	14568


	Sales


	Remote: Phoenix, AZ


	1


	9


	1





	21456


	Engineering


	Mountain View


	1


	2


	0





	11358


	Operations


	Dublin, Ireland


	0


	4


	0








In the table, all U.S. locations were coded as 1 and those outside the U.S. were coded as 0. Also, I took the 0–10 Likelihood to Recommend the Company variable and added another variable (Likelihood to Recommend: High Reference (0,1), which indicates 1 when Likelihood to Recommend is greater than 7 and 0 if not.



Getting started with cross-tabs

When a dataset is organized in a table, the next step is to count by “crossing” two or more variables against each other — known as creating a cross-tab. Cross-tabbing helps you see the interactions between two variables by explicitly revealing that some measured characteristics usually appear (or do not appear) in conjunction with other characteristics.

In the example in Table 4-2, you cross two columns from table 4-1 with each other into a two-dimensional table: Division by Likelihood to Recommend: High Reference.


TABLE 4-2 Working with Two Variables




	


	Likelihood to Recommend: High Reference = 1


	Likelihood to Recommend: High Reference = 0


	Row Total







	Sales


	300


	150


	450





	Engineering


	260


	189


	449





	Operations


	130


	130


	260





	Column total


	690


	469


	1159








Each cell in Table 4-2 contains the number of employees who fit the category listed as the row heading and the column heading. The 300 employees in Sales, for example, rated the company higher than 7 on Likelihood to Recommend, which was thus coded as a 1 in Likelihood to Recommend: High Reference.

The next step is to convert the numbers in Table 4-2 into percentages. You can calculate the percentage of rows or columns or the overall total, depending on what you want to know.

In Table 4-3, I calculated the percentage of each row, which tells you the percentage of each division segment that is likely to recommend the company. I used this formula: 


Percentage of employees in cell = ((number of employees in cell) ÷ (number of employees in row total)) × 100




TABLE 4-3 Percentage of Row Total




	


	Likelihood to Recommend: High Reference = 1


	Likelihood to Recommend: High Reference = 0


	Row Total







	Sales


	67%


	33%


	100%





	Engineering


	58%


	42%


	100%





	Operations


	50%


	50%


	100%





	Column Total


	60%


	40%


	100%








You can draw a lot of information from Table 4-3. For example, there appears to be some association between Division and Likelihood to Recommend the Company. Twice as many sales associates would recommend the company over those who would not, whereas the Engineering and Operations groups don’t fare as well among their employees.


USING SEGMENT DEFINITIONS TO DEFUSE DATA QUALITY CONCERNS

 
Very often, bad data is entered into systems, and there’s nothing that the systems or the systems people can do about that. You have probably heard the term garbage-in, garbage-out get thrown around among systems people. It simply means that if you add bad data to a database when you report from that database, the data will still be bad.

At other times, the data in the system is technically accurate, but when it comes to reporting that data, the choices you make may make the data appear wrong to others. When people make different choices, they get different answers — it's as simple as that. When data won’t perfectly compare, sometimes people assume that there’s a data quality problem when the two reports may simply be using two different definitions.

Usually, disagreements about the data you’re using come to the fore when you report to a group of executives. They may say, “We don’t have 30 people in that group” or “Finance showed us a report with head count yesterday, and on their report it said 15 and yours says 10 — yours must be wrong.” Often, the answer lies simply in the definition of head count: Finance may be counting contractors plus employees, whereas you may be counting only employees, for example.

There are many ways in which people can be included or excluded that could result in different numbers. Your dataset for head count can be affected by any of these factors: 


	Employees and/or contractors

	Full-time and/or part-time

	U.S. and/or non-U.S.

	Exempt and/or non-exempt

	Regular and/or temporary workers



As if that weren't enough, here are even more ways to affect headcount: 


	Date: Often, you get a different count, depending on the date the data was pulled. People are always coming and going, which means that one day may be different from the next. Do you count the number of people at the beginning of the period or at the end of the period, or do you use an average? Do you pull head count on the day you present? If all reports are run at exactly the same time, they have a better chance of matching — but they usually aren’t run at the same time.

	Fractions: You can count part-time employees as partials based on the hours worked (.3) or count each one as (.5) or count them as a whole, just like a full-time employee (1), or you might not count them at all. As they add up on your report, you will end up with a different number.

	Hierarchy choices: If you’re counting employees by a unit, you might count them by the financial structure definition of that unit (Example Sales), or you might count them as being anyone under the head of that financial structure unit (everyone that reports to managers that report to directors that report to the Vice President of Sales John Smith). You may think that these two methods should give you the same answer, but it may not — and it usually doesn’t.



Work with others to create a standard definition or to make your own definition clear. You’ll have valid reasons to count things in different ways.







Good Advice for Segmenting

Here are some additional tips you can use to create accurate and useful employee segmentation: 


	Tackle one task at a time. Don’t try to try to do everything at once. You’ll become overwhelmed, as will the people you seek to share data with.

	Focus your efforts. Start with some research objectives, hypotheses, and questions to answer before you spend a lot of time on the data.

	Be open-minded. You may begin with a particular segmentation scheme, but it may evoke a new question, and you may need to add additional segments to your report to answer the new question.

	Remember that segmentation can help you see things you might not have otherwise seen or thought to ask. After collecting any data, most good researchers run reports by a bunch of fundamental segments, just to get a sense of what is going on in the data.

	Expand your outlook. By that, I mean that you shouldn’t confine your segmentation design to only the data from a single data source. Many important people-related insights come from data found in transient sources like employee surveys. Assuming that you have collected and stored data the right way, there’s no reason you shouldn’t be able to combine data from multiple sources. Having data from multiple sources vastly increases the possibilities for segmentation and analysis.

	If you’re sharing data with others, pick out the most important segments to share based on what you have to communicate. Leave out information that’s interesting but that may, in the grand scheme, seem trivial or nonessential. Put segment data that you don’t plan to present live in an appendix or another location that you can access quickly in case you need it to address questions.



There are a variety of ways you can segment employee data for the purposes of reporting and analysis. The options for segmentation are constrained only by the facts you collect (location, start date, and pay, for example) and your imagination. Imagination is important to help you figure out how you can use data to answer questions and how to get new data when necessary. If you don’t have the data that you need in order to create a segment you want to create, you can use your imagination to find a way to get it. The options for segmentation are therefore infinite. What you do with segmentation should be determined by your purpose — the questions you want to answer — not by what has coincidentally been recorded in a system.








Chapter 5

Finding Useful Insight in Differences


IN THIS CHAPTER

[image: Bullet] Understanding the importance of strategy

[image: Bullet] Seeing how segmentation produces better results

[image: Bullet] Getting more from data with strategy-derived segmentation



When I talk to leaders of human resources about unsuccessful early experiences with data in HR, most of the time I hear something like this: “We have lots of data, but we aren’t getting any useful insights from it.” They had been relying on the (mistaken) idea that having a lot of data at their fingertips would provide them with a lot of answers, and instead they found that the data they have simply doesn’t speak to anyone, so no one is using it. For them, the big question is this: Does the lack of useful insight from the HR data stem from the quality of the analyst, the quality of the systems they are using, or the quality of the data itself?

I suggest another way of looking at the issue. The issue may not be any of those things — the issue may be an unclear problem focus. The goal of people analytics is to produce useful insight — to see a problem in a new and different way so that you can move past the problem toward new opportunities. Getting useful insights from data requires more than just the ability to perform a series of data tasks well — it also requires applying critical thinking to focus your effort on a worthwhile problem for the company. The real issue may not be the analyst, the quality of the systems, or the quality of the data itself — the real issue may be an absence of a specific problem focus.

[image: Remember] All data is useful for some purpose and yet, not for all purposes. Depending on what question you are trying to answer, some data is disproportionately useful, and some data is useless. Some data will help you and some data won’t. Some data tasks will propel you forward, and some data tasks won’t. There's no universal project plan to apply to determine what data is useful or what you should do with it — you have to determine what data you need and what you need to do with it based on which problem you’re trying to solve. If you jump right into a bunch of tasks like system selection, system implementation, data collection, data cleanup, data governance, statistical methods, and/or visualization without first defining a clear focus, you are not likely to turn up anything useful at all.

So how do you define a clear focus? In this chapter you will learn how rummaging around a little in strategy first can help you find a focus to get more out of your data.



Defining Strategy

The word strategy is often used in vague and useless ways. Let me provide a definition. The word strategy originated in the military and has been most vividly illustrated in warfare. Here’s the current U.S. military definition of strategy: 


The art and science of developing and using political, economic, psychological, and military forces as necessary during peace and war, to afford the maximum support to policies in order to increase the probabilities and favorable consequences of victory and to lessen the chances of defeat.



Companies compete with each other. Companies compete for customers. Companies compete for product and service superiority. Companies also compete for people; especially those they perceive to be the best people.

It should probably go without saying that winning would be easy if there were no competitor. When no competition exists, there’s no need to strategize. Inversely, when competition does exist, you need strategy. Since in business there is competition, you need strategy.

Keniche Ohmae, the acclaimed Japanese business strategist and author of The Mind of the Strategist, has said that “the sole purpose of strategy is to enable a company to gain, as efficiently as possible, a sustainable edge over its competitors.”

Clearly strategy entails creating differences that increase the odds of success or decrease the odds of failure.

Often in human resources, companies seek a universal set of people, programs, practices, or processes that they believe will lead to a business advantage. But if all companies pursue the same tactics then there is no advantage. Unfortunately, this means there is no universal set of best HR practices that will lead to a “permanent business advantage”. As military history’s greatest leaders have shown, there’s no permanently best advantage, strategy, or set of tactics that will always lead to victory. The only certainty in competition is change. This is one big reason you need constant factual feedback (using data) that informs the actions you take and measures the results you get.

If HR strategy is one side of the coin, people analytics is the other. HR strategy is about carefully choosing a series of objectives that create advantages that tilt odds in your favor to achieve a primary objective: that is, helping your company be better than anyone else at something. People analytics provides a factual perspective to measure progress against your objective, whatever that objective may be. The advantage people analytics provides is in the ability to react with superior actions based on superior information. Superior information provides an advantage because it allows you to adapt your actions faster and more effectively than your opponents.

Here is my technical definition of people analytics that reflect a more complete picture of both the actions of people analytics and the purpose: 


The systematic application of science and statistics to people strategy to achieve probabilistic business advantages.



[image: Remember] In chapter 1, I introduce people analytics as what exists at the intersection of behavior science, people technology systems, statistics and people strategy – I call these the Four S People Analytics Framework. (See Figure 5-1 for a representation of this framework.)

[image: Diagram depicting the four S People Analytics framework - science, systems, statistics and strategy with the people analytics intersection.] FIGURE 5-1: The Four S People Analytics Framework




The premise of the Four S People Analytics Framework is that each of the areas of capability described — science, systems, statistics and strategy — make some valuable contribution to the application of people analytics to produce repeatable results. If you leave any of these Four S’s out, you get some deficiency. Figure 5-2 represents the problem you find if you are attempting to do the work of people analytics without the appropriate context and HR domain expertise represented by the strategy component of the Four S framework.

[image: Diagram depicting the missing strategy part, which results in a lot of activity without a clear focus on the problem.] FIGURE 5-2: Missing the strategy part results in a lot of activity without a clear problem focus.




In this context, strategy represents the domain expertise that is required to direct and absorb the efforts of the three remaining S’s: science, statistics, and systems. The absence of a grounding in strategy results in a lot of work but produces a result that is not particularly useful to anyone. If you are doing a lot of work with data but nobody is using the end result, then it indicates you most likely missed the strategy part.

[image: Remember] A common pitfall in any analytics project, including people analytics, is to get busy working on data because that sounds like the right thing to do but without knowing why you’re doing what you are doing and in what context you will spend all your time shuffling data around from place to place and produce nothing of much use from it. Getting useful insights out of people analytics should begin by picking a problem focus that is useful to the company first, and only once that is settled get busy on data. The problem focus will inform the questions you have and the data you need to answer those questions. This workflow is very different from picking some data you happen to have on hand and getting busy on that data to see whether you can find something useful to share.


Focusing on product differentiators

If you have a specific business or people problem that is obvious or that someone has asked you to work on, by all means feel free to skip this chapter and start precisely on the work you have been asked to do. If nobody has provided you with a specific business or people problem focus to work on, then start here.

What is the product, service, or customer category your business wants to win? The answer to this question can become a focal point for your people strategy and your people analysis to provide the factual details as to how you are doing.

Differentiation is the heartbeat of strategy as well as the primary reason for business success or failure. Your company’s area of product differentiation is how your company sets itself apart from all other companies that compete to sell a similar product. Continually winning the affection of your customers requires that you identify a specific intent to be different and create people advantages to carry out this intent.

Here are some examples: 


	You may have a customer delight difference, such as that practiced by Southwest Airlines. By hiring people who are fun and arming them with company values and policies that remind them to not take themselves too seriously, Southwest motivates employees to take pride in making travel fun, which translates to establishing a different experience for customers. Southwest may not be good at everything an airline can do, but they have deliberately chosen to be good at finding ways to make people who fly with them smile.

	You may have an innovation difference, such as the one characterized by large successful technology companies like Google. Google knows that, as a technology company, its employees need to work to create the future — or someone else will steal their lunch. Google recognizes that creating the future’s Next Great Product starts with great engineering talent — that’s why the company makes extraordinary investments to acquire, engage, and retain people with extraordinary technical competence.

	You may have a product marketing focus, such as the one practiced by Apple. Apple products are often markedly different from their competitors, based on the quality of the product design. To keep that streak going, Apple hires great design talent. Apple hires a lot of other people too, but it is more important to Apple’s success to obtain the people who are best in the world at design. The result is that Apple may not lead the way in creating the fastest product or the most flexible product, but it is leading the way in design. This is a choice that Apple’s leaders made that is reflected in where they focus their attention.



Maybe your intended company differentiator is one of the things I have stated above or maybe it is something else entirely. Maybe it is several things. Maybe it is something your company is trying to find again or change right now. From the outside looking in, it is sometimes hard to tell what the chosen differentiators are, but I believe all businesses that are successful over the long term have at least one thing they have decided they are going to be really good at. If it is not obvious to you already, you should get away from your desk to spend some with other people figuring this question out, and, if you can get their time, you should talk in particular to the executives.

Every company makes a series of decisions about how it wants to turn resources, raw materials, and the input of people into a product or service. This is what is sometimes called a value chain. Figure 5-3 spells out the series of simple questions you can use to try to get a picture of the way your company works.

[image: Block illustration of the business value creation model presenting the chain of logic through which intangible assets will be transformed into tangible value.] FIGURE 5-3: The chain of logic through which intangible assets will be transformed into tangible value.




Before your company can produce a product or service that is different than that of your competitors — and is superior in some way — you must acquire and engage the necessary capabilities in people that are required to produce a product or service that is different — and superior in some way — to that of your competitors. At some level, all business strategy rests on people. It starts and ends with people, but the question is, how do you create a real difference in people? Sometimes just thinking about the value chain and mapping it out can help you figure out where your company seeks to be different in some way.



Identifying key jobs

When asked, most executives will say one of the main reasons the company they manage is better is because they have better people than everyone else. Well, if most executives say this, then it can’t be true. Who is telling the truth, and who is lying? How do you know? How does your company produce better people than average? How do you keep them? Is there anything remarkably different about the way you approach people than anyone else? How do you define better? How do you measure it? Don’t be discouraged; you can help your company answer these questions and more, but you need to help your company get a lot more specific first.

If you think you can be best at everything, then go for it — be best at everything. Unfortunately, if you try to be best at everything, usually you end up being not very good at anything. For this reason, customer segmentation is already an accepted and core concept in business strategy. Segmentation can also be a useful concept for human resources strategy. Segmentation can help you get a lot more focused. By finding observable differences, you can help your executives clarify the range of choices and determine where you are succeeding and where you are failing.

The answer to what is best will at a minimum vary by type of job. If you mix jobs together, you will not get a clear answer. What makes a good chef is probably not the same thing that makes a good host or waiter. What makes a good accountant is probably not what makes a good manager. These examples are arbitrary, but you get the point. People analytics is the tool you can use to see the ways that jobs are different, the ways people are different, and connect the two. If you have more information about a job and about how people with different characteristics perform in that job, you can encourage those characteristics that support success to create advantages as a company.

If you understand how jobs differ, you can get a better answer about what good and bad looks like for a particular job. The way you determine how jobs differ is through something called job analysis. If your company has not done job analysis before (or not recently) you should start there and head straight to Chapter 13. Job analysis will provide you with information about how jobs differ and allow you to create meaningful job segmentation breaks.

Assuming you have done some job analysis or have some other way of classifying all jobs at your company into categories, here is the next question you can answer to help you with focus. What jobs are most pivotal to your success as a company, given the current business strategy and intended nature of product superiority? What are the key jobs, in other words? For Southwest Airlines, a key job is the flight attendant because they represent Southwest’s spirit to the customer. For Merck, a key job is a scientist because they find the scientific breakthroughs that lead to the next blockbuster drug. For PetSmart, a key job is dog trainer because they provide valued services that draw customers into stores. For Children’s Health Dallas (a children’s hospital), a key job is nurse because so much of the patient experience and care is delivered through the careful attention of nurses. For Google, a key job is the software engineer because they create the future. This doesn’t mean that other jobs are not important in some way too. It’s just a matter of emphasis and focus. You have to be really good at something, and you have to start somewhere.

After you have identified a job or set of jobs where amassing success will have a clear benefit to your company based on business strategy, then you can move on to looking for important questions you can answer with data to help your company win. This way of working with data will by definition produce useful insights.

[image: Tip] I am not saying that you should only focus your analysis on one job permanently. It could be five important jobs, 20 important jobs or some other number. There is no set specific number. Maybe over time you can amass enough analysis to cover all jobs. I’m just saying it is helpful to begin with a focus — this being the case, you should start somewhere important first.



Identifying the characteristics of key talent

After you have identified the jobs where you want to focus your attention, the next question should be, “What would describe the ideal or perfect employee in these key jobs?” In other words, if someone who knew a lot about this job could pick one person from an ocean of talent, whom would they pick and most importantly, why? If no one can describe what is good and what is bad, you can’t measure it. If you can’t measure good and bad, you can’t consistently create good.

[image: Remember] Jobs are not made the same, people are not made the same, and no one person would be good in all jobs — people and jobs have different characteristics. It is getting the combination right that opens up the door to success.

Imagine that all your competitors have suddenly decided to lay off all their employees. Now you alone are the only employer for people in your particular product or service niche. You cannot hire everyone, nor do you want to, but you have the pick. Whom would you pick, how would you select the people you pick, and what impact would it have on your future ability to win? How are these people different from others?

Would they be experienced employees of another company with some specific job title? Or would they be students from a particular university that you respect? Would they have a proven track record of success? Is it something observable from a résumé, or would you have to ask questions to draw it out? Is it a particular personality type? Does it require a certain type of cognitive ability? Do they know certain things that other people don’t know? Do they behave in ways that are different from others?

Now suppose that you have an answer to these questions. How did you arrive at the answer? Did you guess? Did you go with your gut? Did someone else give you the answer? My apologies for all the questions (you might think you’re on a job interview), but the fact of the matter is that the questions are important because your answers determine the fate of the people who want to work for your company and the fate of your company. What I'm trying to get at here is that, yes, you use hard data to have better answers, but it starts with better questions. If you don’t know the questions you don’t have any chance of collecting the right data or knowing what to do with it once you have it.

[image: Warning] In marketing, they often use demographic variables like gender, ethnicity, age, socioeconomic status, and family characteristics in developing a target persona. In human resources, you can track these variables to measure and assess how you are doing with diversity, but you cannot use these variables for hiring. Instead, you should use reliable, validated job-related criteria. What you use to target hires has to relate to job success or you shouldn’t be using it.

More often than not, the most important segmentation method for identifying, engaging, and retaining key talent may be the hardest to see from the outside. It is what is going on inside the mind that usually matters the most. People have unique personalities, knowledge, skills, abilities, experiences, and preferences that interact with a stimulus and an environment to influence the probability of success or failure. The patterns are recognizable, predictable, and influenceable, but with people you need a strategy to move information that is on the inside of the mind to the outside of the mind so that you can use it. For more on how you can achieve this feat, see Chapters 12, 13 and 14.




Measuring If Your Company is Concentrating Its Resources

Flowing naturally from a clarity about business differentiation and people differentiation is concentration. In the past, HR teams tried to please many different stakeholders, in the process spreading their resources thinly over too many areas and, as such, diluting the effectiveness of those resources to accomplish any single objective. In the past, many of the objectives of the HR leadership team were disconnected from —and, in some cases, in conflict with — one another, thus diminishing their overall effectiveness. The concept of concentration is an increasing part of modern people strategy because it is more effective.


Concentrating spending on key jobs

I recall, when I was working at a national pet retailer in a particularly difficult year, they faced a dilemma: If they distributed the entire annual pay increase budget among all retail employees evenly, the increase would amount to about 10 cents per hour, which was a whopping $2 per week for a part-time employee. That is less than the cost of a latte. Yet the cost for the pet retailer to provide everyone with that half-latte pay increase would be in the many millions of dollars. Unfortunately, the half-latte method of allocating the budget would have no positive impact on the company’s success or employees’ lives — spreading the money out this thinly would actually benefit no one.

The pet retailer as a whole benefited much more by investing its limited budget into creating more expensive but higher profit-producing service roles — like dog trainers, dog groomers, and doggie day care attendants — that were a differentiator for the pet retailer, brought more people into the store, and produced higher margins. When all was said and done, concentrating its spare budget on more important service roles first gave the pet retailer more money to spend on other employees over the long run.

[image: Remember] Concentrating resources on services was a good strategy for the pet retailer for reasons specific to their business strategy and situation but may not be the best approach for you. All companies have important differentiating jobs that do for their company what the service jobs do for the pet retailer; you just need to figure out what those important differentiating jobs are for your company.

A useful focus for people analytics insight is to use your compensation data, job analysis data, and decisions about job importance to analyze if the way the company is spending its money on people reflects the company’s strategy and business change objectives or if it is off track.



Concentrating spending on highest performers

For the past 20 years, a significant modern people strategy has been the concept known as performance management. Performance management is the term used to refer to activities, tools, processes, and programs that companies apply to measure, manage and reward the performance of employees. The components of performance management are performance appraisal, generally coupled with a policy of allocating different pay and rewards based how well the employee performed relative to peers.

Performance management was popularized by Jack Welch, the longtime chairman and CEO of General Electric. Performance management is based on the idea that if you don’t concentrate resources to reward your highest-level performers, the high performers will go to companies willing to pay them more, leaving behind only the low performers. For these reasons, left alone a company will tend to get worse over time, not better. Facing this dilemma, GE decided to measure all employee performance (providing a relative rating of each employee) and actively force out the lowest performing employees, while generously rewarding its highest performing employees from each team. GE applied this active process with hope to get better as a company over time.

[image: Warning] The criticism against performance management are many. The most important criticism is that, absent an objective job rubric for measuring performance, the performance evaluation is a subjective measure, which is too easily biased. Also, the performance management process is time consuming. Furthermore, performance management can be a frustrating experience for a vast majority of employees who are being told they are average or below average. This process is particularly disturbing for all parties if the manager cannot provide any specific information about how the employee can achieve the more lucrative top performer classification in the future. Finally, performance management may encourage employees to focus more attention on individual as opposed to collective objectives, withhold support for co-workers, deliberately cheat or sabotage others, or otherwise game the system to stand out.

The jury is still out on whether or not performance management works or what configuration of performance management works best. Most companies that implement performance management are not as aggressive about managing out the low performers as GE was; however, a large number of companies that apply performance management apply some pay differential based on performance.

While many companies go through this exercise of measuring performance and determining paying differently based on performance a useful insight you can generate with people analytics is to answer the question: are you doing enough? Alan Eustace, a Google vice president of engineering once said that one top-notch software engineer is worth “300 times or more than the average.” He went on to provide examples that many of the most valuable Google services, such as Gmail and Google News were started by a single person. Nobody really knows the exact true value between the highest contributors from average but the general finding that there are order-of-magnitude differences has been confirmed by many studies. For this reason, Google instituted a philosophy to pay its top software engineers order-of-magnitude differences from average. We aren’t talking about something like 10% more, we are talking about something more like 100% more. Alan Eustace explains, “it would be better for the company to lose an entire incoming class of engineering graduates than one exceptional technologist.”

While paying people different amounts may not sound fair to everyone, companies implementing pay for performance will point out that paying the highest contributing employee more is actually a fair and legally defensible way of determining pay. Most people would agree that those who contribute more value should get paid more than those who contribute less. The problem is that often the way performance management is implemented it is a lot of work and the result is little differences.

There are a number of questions surrounding performance, value and pay you can look to answer with people analytics that answering can provide valuable insights. Are you really differentiating the pay between the best and worst doing enough to achieve the objective you were hoping to achieve? Are the pay differences noticed by the highest value producing employees? Do the best employees of other companies know you pay the highest value producing employees remarkably well? (an important targeted attraction tool if so, not so if not) Are pay decisions perceived as fair? Are the highest value producing employees happier with pay and more committed than average? In other words, are all your efforts actually producing differences or they just a waste of time and money? Believe me, executives want to know the answer.

[image: Tip] There are a number of reasons why people in the same job get paid different amounts of money: pay in previous job, market pay at the time of hire, negotiation, tenure, pay differentials for geography, pay differentials for performance, pay differentials for special knowledge or skills or differences brought into pay through mergers, acquisitions or other circumstantial reasons. This observation is not to suggest a specific pay philosophy – it is simply to state the fact.

Pay is a sensitive topic – the context for pay differences is not clear to people who don’t work with pay data such that they can’t see the problem. For example, what would you do in the following scenario?

Five years ago you hired someone to do a job for $30 dollars per hour. As a result of annual pay raises, this employee now makes $35 per hour. In this time period, the economy has really taken off and today you can’t find anyone qualified who is willing to leave their current employer to take this job for less than $55 per hour. Your offers for $35 per hour are failing to attract the level of talent you want. What should you do? Should you pay the new employee more than the current employee with 5 years tenure? Should you pay both employees the new rate, thus giving he tenured employee an overnight $20 per hour raise? How will co-workers working right next to that employee in other jobs feel when they don’t get a comparable percentage increase at the same time? With only two people in the same job you could bite the bullet and pay them both the same. What if you have 1000 people in the same job who were hired at different times and therefore all making something different between $35 and $60 per hour? Now, what if incidentally women or minorities ended up making less on average than white males? Clearly, if this were discovered this would represent a major legal issue for your company whether you intended for this to happen or not. If you brought everyone to $55, today’s going rate, the cost might be enormous — maybe even too much for the company to bear. Furthermore, is paying everyone $55 fair to the people who have many more years of experience then the new hire? Shouldn’t the experienced employees make even more than the new hires? This nightmare scenario is not a far-fetched problem for large companies — this is a day in the life of an HR professional at any company with more than 100 employees.

[image: Remember] Traditionally, people known as compensation analysts or compensation professionals worked with executives to establish a coherent pay philosophy and then institute a series of process, analysis, and corrective procedures to try to bring alignment between philosophy and reality over time. Pay reality is never perfectly aligned with pay philosophy because of all of the complex moving parts and because (typically) there is not enough money to solve all the pay problems at once and remain profitable at the same time. Each year HR professionals, compensation professionals, and executives work together to try to move the pay reality closer to its ideal state based on the companies pay philosophy and business strategy.

A useful focus for people analytics is to use your compensation and performance data to analyze if the way the company is really spending its money on people reflects the company’s pay philosophy and strategy or if it is off track. You can use data to determine if the actions the company is taking with pay are having the desired effect. For example, is the highest performer attrition rate lower than the average or lowest performers attrition rate? If the purpose of a performance-based pay differential is to make the highest performers difficult to poach, decreasing the rate of exit of highest performers relative to their peers, then by segmenting your attrition data per performance you can help your executives see if their money spent is actually achieving this objective.


INTERPRETING DATA STRATEGICALLY

 
Often, it’s difficult to interpret HR data without adding perspective. Consider Scenario A in the figure below. Is this Exit Rate% a good sign or a bad sign for the company? Exits appear to be increasing, which seems bad; however, there isn’t much of a context here to come to a definite conclusion. 

 [image: Chart presenting the data of exit rate percentage by key jobs and by performance interpreted in four different scenarios strategically.] 


Now consider what happens when you add a key talent segment to this graph. In Scenario B, the company average is the same, but now you can see that the company is losing key talent at a faster rate than the company average. That is bad.

In Scenario C, the company is losing key talent at less than the rate of the company average. That is good, as is Scenario D, which focuses on Exit% By Performance. In Scenario D you see that the high-level performers leave at a lower overall rate than average and that low-level performers leave at a higher rate than average. That's a good thing!

In this manner, you can use people analytics to express your strategy of human resources and use data to understand whether the strategies you’re taking are effective.




[image: Remember] You can pour resources into any number of areas to try to make people happier that will have no impact on outcomes, or you can do other things for the same amount of money that will have an impact on the outcomes you’re seeking. You want to apply resources to categories of change where the company scores can be improved and that result in a behavioral or business outcome you’re seeking.




Finding Differences Worth Creating

Billions of dollars are spent on recruiting every year, aimed at convincing people to move from one company to another, and many companies are competing for the same people you want. The question is, how are you different?

Acquiring, engaging, and retaining people who are different from your competitors requires that you know what your kind of “different” looks like and also that you develop an environment and a job opportunity that looks good to that kind of person. Ideally, that environment is not just different; it also looks superior to them in comparison to wherever they are. If you want to consistently win and keep key talent, the offer can’t just be good; it also has to stand apart from what this key talent can find anywhere else. In marketing, they call this a unique value proposition; in human resources terms, we call it a unique employee value proposition.

Many companies just try to match their competitors or try to be a standard-issue employer of choice, but this is difficult to achieve and may not be effective anyway. Continually winning the affection of the best people in the world at something requires that you identify a specific differentiating intent and be the best in the world at it. Your employee value proposition is where you set yourself apart from all other companies that compete to acquire the same employees.

How can you differentiate your employee value proposition in such a way that, as far as the people who would be most advantageous to your success are concerned, you’re the only choice to work for in today’s job market? If you can answer this question, it would enable you to be one of the most successful companies in your industry.

If people were machines, analytics would be a lot easier — in fact, managing would be a lot easier — but the truth is that people are not machines. That means you have to work a bit harder to get the information you need — more specifically, by developing methods to systematically collect, understand, and use data about your ideal talent’s goals, wants, needs, motivations, hopes, dreams, and aspirations. It’s also helpful to understand their work-related complaints, problems, fears, doubts, and worries that the opportunity you present to them will alleviate.

Many companies run surveys and use the information they gather to inform their plans for where they need to make additional enhancements to improve the work environment — all, of course, in order to attract, engage, and retain employees generally. You, too, will be doing a lot of work with surveys. Though high levels of satisfaction on items included in an employee survey is a good sign, it may not provide you with any real useful insight. When you cut this data by key job and performance segments to view how key talent segments are different, this will give you more useful insight than viewing the same data without this point of view. It is the differences between important segments that gives you the most important insights.

[image: Remember] You cannot develop a winning people strategy by trying to be everything to everyone, copying the choices of other companies, or working in the realm of anecdotes. You need data specific to your situation.

With people analytics, you can clearly and distinctly see the differences in people. With its help, you'll finally be able to: 


	Gather and analyze information about the preferences and opinions of your key talent in key jobs to shift the business advantage in your favor.

	Test hiring and retention strategies with experiments.

	Collect constant feedback so that your company can make the changes that are required in order to be the best in the world at what it does and also communicate how you are different to potential employees.










Chapter 6

Estimating Lifetime Value


IN THIS CHAPTER

[image: Bullet] Learning why employee lifetime value (ELV) is important

[image: Bullet] Determining ELV

[image: Bullet] Applying ELV



Achieving sustained profitable business growth requires many things to go right at the same time. To name a few: differentiating products and services, the ability to profitably scale production, and the ability to attract, activate, and retain happy customers. To make matters more challenging, all this must be done in competition with other companies in a global market that never rests.

Many of these business outcomes can be measured and analyzed numerically: market share, revenue, profit, customer satisfaction, and customer retention, for example. These are the kinds of measures you find mentioned in annual reports, discussed in investor phone calls, and highlighted in balance sheets. These are the outcomes that, by definition, matter, but not all businesses are endowed with equal measure of these conditions. Given that fact, how do you cultivate these outcomes or change them?

Setting aside complicated financial manipulation for a moment, the answer is simple: Most successful executives agree that people are a company’s largest and most important financial investment. People physically carry out the plans that differentiate the company from its competitors. People empathize with customers. People imagine products and services. People create business models and strategies. People are the beating heart and the eyes, ears, lips, and hands of your company. People hold the future of your company in their hands. People design, manage, and execute the actions of every productive enterprise.

We have all heard the statement that “people are a company’s most important asset” — perhaps too many times. One question that comes to mind when such statements are made is this: “Are such statements sincere, or are they just lip service?” The next question is, “Can we determine the truth value of such statements in any measurable way?”

Though some might dismiss the ability to quantify something like this, the reality is that there are several ways to measure an employee's financial impact on a company. One of them is employee lifetime value (ELV).

In this chapter, you can see what ELV is, where it comes from, why it’s important, how it can be used, and how to calculate it for yourself.



Introducing Employee Lifetime Value

Employee lifetime value, or just ELV, was inspired by customer lifetime value (CLV), a concept drawn from marketing.

So, what exactly is CLV?

CLV is the total profit estimated over the entire future relationship with a customer. As such, it’s an important concept for marketing because it encourages a shift from a short-term transactional point of view of customer value to a long-term point of view of the customer, which is a much better context for cultivating healthy, ongoing customer relationships.

CLV was designed to put the cost of customer acquisition and retention into the proper context of the long-term profitability of each customer — on average, by segment, and in some cases by individual. CLV allows companies to compare the likely return on investment of spending for acquiring or retaining a customer with the total predicted value of the relationship.

[image: Remember] The cost of acquisition and value of a customer will vary by segment. When you calculate CLV, you can calculate the CLV of the average customer, the CLV of the average customer of a particular customer segment, the CLV of an individual customer (provided you know what segments to classify them in), or the CLV of all members of a particular customer segment.

Importantly, the concept allows companies to compare the CLV of each segment on a relative basis. Why spend the entire finite marketing budget chasing customer segments that have less long-term value when those same dollars can provide a larger return if used on segments that have a higher long-term return on investment?

Turning now to employee lifetime value (ELV) proper, you can define it as an indicator or measurement of the estimated financial value (profit) that an average employee brings to an organization over their entire lifetime of working for the company. In this calculation, the employee lifetime is the period that starts when an employee first joins your business and ends on that person’s last day. When you calculate ELV, you can calculate the ELV of the average employee, the ELV of the average employee of a particular employee segment, the ELV of an individual employee in the past (provided you maintain historical data and wait long enough), the forward-looking estimated ELV of each individual employee (provided you know what segments to classify them in), or the ELV of all members of a particular employee segment.



Understanding Why ELV Is Important

Much like CLV, ELV is important because it encourages management teams to shift from a short-term transactional point of view to a long-term point of view designed to cultivate a healthy ongoing employee relationship and to make better resource decisions. The ELV is also intimately linked to employee attraction, activation and attrition. (See Chapter 8 for an overview of these core concepts; for a detailed look at the analytics of each one, check out Chapters 9, 10, and 11).

Consider the situation in which one recruiter is filling niche jobs where the people who do that work are rare, and another recruiter is filling jobs where qualified people are common. To fill some jobs with high-quality talent that is rare, you might have to spend more time, you may have to spend more money, and you may need to hire more recruiters. If you evaluate the time and money required to recruit without taking these factors into account, you won’t appreciate the higher difficulty level of finding rare talent and therefore won't take it into consideration when trying to make sense of the comparison results in context.

As a whole, you may achieve very different results considering the proportion of more difficult jobs you’re attempting to fill or rare people you’re attempting to hire. In particular, time and cost metrics are higher. This leads to difficulties when it comes to interpreting what is actually going on, raises questions of fairness in how you evaluate the performance of recruiters. and, more importantly, reduces incentives for recruiters to avoid working hard to find rare talent.

It isn’t necessarily a bad thing to spend more time and money on recruiting if it’s yielding more difficult-to-source and otherwise higher-quality hires. Even when you understand this, however you’re still left with several problems: 


	How do you determine what good and bad mean in your talent acquisition measure?

	How do you develop a working data-driven model to accurately predict how much time and money it will take to fill a workforce plan? Also, specifically, how many recruiters should you have?

	How do you avoid creating the incentive for recruiters to look for more common talent and ignore the thankless pursuit of finding rarer and more difficult-to-convince talent?

	How much money should you spend to attract, activate, and retain an employee of various types for your company?

	How do understand and refine the return on investment (ROI) of the spending decisions you make?

	How do you communicate the need for more resources to other people in a way that’s convincing — and backed with data?



[image: Remember] The three A’s, as I describe them, are the three big problems related to people that all companies must solve. Attraction represents the problem of getting talent into your company, activation represents the problem of getting that talent up to an optimum level of productivity (and keeping them there) and attrition represents the problem of keeping the highest value employees in the company well letting others go. (Retention fits in the category of attrition in that it is just the opposite of attrition: it is what you want to happen — when you retain an employee they stay at the company; when I talk about the good things that you want to have happen if you have it right, as opposed to when something is wrong, I use the word retention instead of attrition.)

The simplest use of ELV is to help put investments in employee attraction, activation, and attrition in the context of the total amount of money the company will spend on people over the lifetime working for the company. Most people would be shocked to know the large amount of money that will be spent on employees over their entire lifetime with a company.

If the average cost of a software engineer in San Francisco — including pay, benefits, equipment and space — is $200,000, with an average tenure of 5 years, the lifetime cost of each software engineer is roughly a million dollars. That is the cost without adding the return on investment of that spend. You wouldn’t hire additional people if you were planning to just break-even — if this were the case you might as well just close up shop now.

[image: Remember] In Chapter 7 I suggest an additional assumption you can add for a return on investment — the value of that employee’s effort above their cost. Cost represents a conservative starting point for calculating value, since it doesn’t contain any assumption for the return on the dollars invested — a conservative assumption is that they must be worth at least what you pay them or the market would stop hiring them for this price.

In its simplest use, ELV can be helpful for making a business case for routine investments in human resources, which can sometimes sound like a lot to ask without context, but not a lot to ask in the context of the very large amount of money spent on employees overall and the value they produce. Almost everyone would consider a million-dollar piece of equipment depreciated over ten years to be significant. Most people would not question even a substantial setup or routine maintenance cost on such a large investment. Why not people? Looking at people in dollar terms allows you to compare people problems and opportunities in the context of dollars and long-term value — just like anything else the company considers to be important enough to invest money in.

If the average employee will earn over $1 million in their lifetime with the company, and if that employee's work is assumed to have at least an equivalent but probably much greater value to the company in profit, it seems almost frivolous to question some small additional expense to do a better job of attracting, activating, and retaining workers. For example, if you’re going to hire ten software engineers, in whom you’ll spend at least $10 million over 5 years ($1 million x ten engineers) and who might have a real value to the company anywhere from $20 million to $100 million (using 2x to 10x return on investment range) how much investment seems reasonable to tend to the needs of that talent? Probably a lot, right?



Applying ELV

You use ELV to calculate lifetime value to help prioritize where you need to focus your attention and how to allocate resources. ELV is applied to aid in the formulation of a sound people strategy that aligns with a business strategy that consists of more than just words on a page.

In Chapters 4 and 5, I discuss the importance of segmenting to people analytics and people strategy. One primary reason for the importance of segmentation is that not all employees are the same, which means that not all employees have the same type of relationship, cost, or long-term value for a company.

Employee segments vary in a number of important ways. Here are some examples: 


	Some job family segments have more value to a company based on the company’s market position and business strategy, generating different value for the company over their lifetimes.

	Some job family segments have wider variations in performance, generating different value for the company even within the same jobs.

	Some employee segments tend to produce long-term employees who generate different value for the company over their lifetimes.

	Some job family segments are very large in terms of head count but are paid very little on average.

	Other job family segments are smaller in terms of headcount but are paid significantly more on average because they generate (on average) more value.

	The higher-value job family segments are also generally scarcer, which means that they’re more difficult to attract.



Segmentation plus ELV equals insight that provides for a more advanced people strategy. Here are some ELV-related questions that can stimulate new insight that can be applied to create a more advanced people strategy: 


	What is the difference in estimated ELV between each major job family segment at your company (average ELV per person and total dollar ELV per segment)?

	What is the difference in estimated ELV in each job family by performance rating?

	What is the difference in estimated ELV in each job family by varying prehire characteristics by source, knowledge, skills, abilities, or other?

	What is the difference in estimated ELV increase from investing the same overall dollar spend on a people program intended to improve performance applied to different job families?

	What is the difference in estimated ELV increase from investing the same overall dollar spend on different people programs for the same job family?

	Within a segment, which is the best strategy to increase ELV? Is it by adding more employees in the segment, by increasing the value produced per employee in the segment, or by extending the expected lifetime tenure of employees in the segment?



Identifying the ELV of different segments enables you to balance the acquisition, activation, and retention efforts with expected long-term value by segment on an apple-to-apple basis using dollars. You also can use ELV to compare problems and opportunities by segment in the context of dollars.

If you allocated your budget for people-related programs equally per head, most of the dollars would go to the lowest-value-producing employee groups, which ironically are also the easiest to acquire, obtain consistent performance from, and replace. If you don’t use ELV and you spread your money around, you decrease the likelihood of your actions being successful, and you spend your money in places where it will have less value.

Contrast this situation with an approach that allocates resources proportionally to the average ELV per job segment or to the total ELV per segment based on dollars, not on heads. By proportionally allocating resources to ELV, you can concentrate resources to obtain a better result and achieve higher return on investment in people.



Calculating Lifetime Value

The ELV metric is a foundational people analytics concept that can be calculated simply and can be improved with more complex math, should you want to go down a more advanced path.

[image: Remember] The more data you can gather about differences in employee performance and the value of additional productivity by segment, the more accurate your results will be. However, the simplest method I propose is quite easy, and you can get a good baseline ELV that you can use to get started.

Here are the four steps to calculate ELV the simple way: 


	Estimate average human capital ROI (HCROI). (Calculation provided below.)

	Estimate average annual compensation cost per segment.

	Estimate average tenure per segment.

	Calculate the estimated ELV per individual or per segment by multiplying it out.



The next few sections look at each of these steps in greater detail.


Estimating human capital ROI

Human capital ROI (HCROI) can be defined as the pretax profit for each dollar invested in employee pay, including cash compensation, benefits, and equity compensation. This is the formula for calculating HCROI: 


(Revenue – (Total Cost – (Regular Compensation Cost + Total Benefit Costs))) ÷ (Regular Compensation Cost + Total Benefit Costs)



[image: Technical stuff] If you prefer, you can use this alternate calculation instead of the calculation above: 


(Profit ÷ Average Number of Employees) ÷ (Employee Cost ÷ Average Number of Employees)



HCROI compares operating profit to the total compensation dollars required to produce those profits. This measure answers the question, “How much profit are we earning for every dollar we’ve invested in the people?”

For example, a result of 1.0 means that the organization earns one dollar of operating profit for every one dollar invested in total compensation.

[image: Technical stuff] When it comes to the specific kinds of data you need in order to calculate HCROI, there are three different types of employee costs you may consider: cash compensation costs, benefits costs, and equity costs (stock options and grants). Some companies just use cash compensation in their HCROI calculation to keep it simple, others work out a more accurate estimate by applying assumptions for benefits, equity, and other less obvious costs. Annual cash compensation costs can usually be estimated well enough from the annualized pay field stored in your company's human resources information system (HRIS). For more accuracy, you can get actual historical pay tables from your payroll provider or located in your payroll system. Total revenue and costs can be found on the financial ledger. You should work with a member of your Finance team to estimate benefits cost based on information on the financial ledger. You also should work with someone in Finance if you want to estimate the value of equity (stock options and grants). Because benefits are purchased at a company level rather than at an individual level, it is difficult if not impossible to identify actual benefits costs by segment or individual. For this reason, most companies use a rule-of-thumb ratio to estimate benefit costs — for example, “for benefits assume an additional 30% of the cost of total cash compensation per individual or per segment.”



Estimating average annual compensation cost per segment

Calculate how much money an average employee in each segment you want to analyze gets paid per year.

One way to do this is to calculate the total payroll (plus benefits and stock) from a segment of employees from the nearest time period, annualize, and then divide by the number of employees.

For example, the average annual salary plus benefits of an employee may be $110,000.

As was the case with HCROI, compensation can be calculated from the estimated annual compensation from the HRIS and adding benefits charges not available at the individual level from the financial ledger.



Estimating average lifetime tenure per segment

The actual average lifetime tenure will be different per employee segment, generally depending on what the job is, where in the world the job is, how much the employees are paid, how the job market is doing, and factors related to the employee experience.

For example, a software company in San Francisco, California, may find that the average software engineer tenure lifetime is three years, while the same company in Kansas City, Missouri, may find that the average software engineer lifetime tenure is five years. You will also find that the lifetime tenure varies significantly by industry and job. Retail store employees usually have an average lifetime tenure less than a year — maybe six months.

[image: Remember] You aren’t calculating average employee tenure by taking all employees who are active and averaging tenure. That method doesn’t work, because it assumes that everyone’s first day with the company is as it was recorded in the HRIS and that everyone’s last day with the company is the day you calculate it. Many of those employees will stay (hopefully!) much longer. You calculate average lifetime tenure using a sample of employees who have exited and averaging the tenures found at the time of exit.

For example, if in the history of the data, ten people have left the company, and at the time they left, their tenure in years was 7, 2, 3, 4, 5, 6, 2, 4, 3, and 4, the average tenure is 4 years, which is a straight average of those numbers.

[image: Tip] Calculating average tenure per segment assumes that you have a large enough sample of people who have exited from a segment to abstract this measure to your total population in that segment. In some situations, you may need to estimate ELV using only an assumption of what you expect tenure to be in that segment because you don’t have any historical data. Another reason for this may be that you want to model different ELV outcomes using different tenure assumption inputs. For example, you may want to model the theoretical value of increasing tenure by one year. Figuring out how to increase average tenure 1 year is another problem; for now, you just want to find out what it’s worth.



Calculating the simple ELV per segment by multiplying

The simple method is to multiply estimated HCROI by the segment estimated annual cost by the segment estimated lifetime tenure (in years). Here’s this formula, using other words: 


Segment average ELV = (HCROI) × (annual cost) × (lifetime tenure)



For an example based on this formula, see Figure 6-1. In this example, the estimated HCROI was 1.5, with the average software engineer making $110,000 in total pay and benefits, with an average lifetime tenure of four years, which gives you $660,000.

[image: “Illustration of 3 types of bars representing the cost, value, lifetime value, ELV, of an average software engineer over a period of 5 years.”] FIGURE 6-1: Average software engineer — cost, value, lifetime value, ELV.




If you have 50 software engineers, the total ELV for the software engineer job segment is $33,000,000 ($33 million).

If you plan to grow the company to 100 software engineers, the total ELV for the software engineer job segment is $66,000,000 — or $66 million. (See Figure 6-2.) That means the ELV for those extra 50 software engineers is $33 million.

[image: Illustration depicting the increase in expected lifetime values from 50 hired software engineers to 100 software engineers.] FIGURE 6-2: The increase in ELV from 50 hires.




Figure 6-3 illustrates that there’s more than one way to increase expected lifetime value (ELV). In the figure, the graph on the left shows an increase of $4.4 million by increasing the HCROI of the 50 software engineers from 1.5 to 1.7. The graph on the right shows an increase of $8.3 million by increasing the HCROI of the 50 software engineers from 1.5 to 1.7.

[image: Illustration of (left) a graph depicting the expected lifetime value (ELV)  by increasing the HCROI of 50 software engineers from 1.5 to 1.7 and (right) the ELV by increasing their lifetime tenure by one year.] FIGURE 6-3: There's more than one way to increase ELV.




As you’re considering where to focus your resources, ELV represents a tool to model and compare the theoretical value of the HR programs you plan to implement. Though ELV isn’t an accounting measure and isn’t intended to be a perfect representation of the value created by employees, it provides a relative point of comparison in dollars that allows you to make better decisions and test your results to see whether your assumptions were correct. With each subsequent test, you can refine those assumptions.



Refining the simple ELV calculation

The simple ELV calculation outlined in the preceding section can be refined in a number of ways. Here are a few of the elements that can be tweaked: 


	Lifetime tenure: A more accurate per segment lifetime tenure estimate can be made with a multivariate predictive model (a predictive model that considers many variables) per individual and aggregate the individual estimates back into whatever larger segments you want.

	Annual compensation increases: So far, the ELV calculation I have provided assumes the compensation costs remain the same over the lifetime of the employee. In reality, pay increases over time. You can create a more accurate ELV calculation by estimating annual increases likely to occur in your tenure horizon into your estimate.

	Human Capital ROI: Because companies generally operate and calculate profit as a whole unit, the most transparent method when it comes to calculating ELV is to apply the same ROI assumption to all job segments and people. However, you know not only that the actual productivity and ROI of people will vary based on their individual performance characteristics but also that it will vary across jobs based on their differing contributions to the company’s economic engine.

For example, the best-performing sales representative may bring in $1 million in annual sales, and an average rep may bring in only $300,000. If you knew this, you could adjust the HCROI assumption by performance to illustrate that the high-performing sales representatives bring in three times what the average reps do. You could then more accurately shift your assumptions if you’re looking at predicting, improving, or optimizing performance in whatever you’re deciding.

[image: Remember] You should recognize, footnote, and reiterate to all who will listen that the calculations of HCROI and ELV are not intended as accounting measures — there is no widely agreed upon standard or certifying body. Such calculations are not intended to be perfect. They are intended to allow you to provide a point of reference using some internally consistent formula. I'm not saying that the value produced is of any extraordinary importance in itself; rather, it is useful as a thinking device and comparison point.


	Discount rate: The discount rate is an economic idea that is used to calculate the present value of future revenues.

The basic idea of a discount rate is that “a bird in the hand is worth more than a bird in the bush.” In financial assumptions, future dollars must be discounted because they are less certain. Would you rather have $100 today or 15 years in the future? The sample principle can apply to your assumptions about the return on human capital. Future profits are discounted.

If you are going to make a big presentation that asserts some large return on investment or recommends modifying some important business decision based on HCROI, then you should call on a Finance or Accounting professional to help you adjust your figures for this time value problem.






Identifying the highest-value-producing employee segments

Calculating ELV by different segments can help prioritize where you focus your attention and how to allocate resources. One primary reason that segmentation is important is that not all employees have the same type of relationship, cost, or long-term value for a company. Just like in marketing, not all investments in people will have the same return, so you should consider how you allocate spending among different options on some comparable relative basis. Putting segments into ELV dollars allows you to compare problems and opportunities by segment in the context of dollars and long-term value. Calculating the lifetime value of different employee segments enables you to look at the values of problems and opportunities among different segments in a different way than everything for everyone all the time.

For a concrete example of what I mean, check out Figure 6-4, which illustrates in graphic form the stark differences in ELV between segments. Segment 1 generates $30 million more in ELV than Segment 2, so it may make a lot of sense to spend proportionally more attention, time, and money on finding ways to make improvements to ELV in Segment 1.

[image: Illustration of 5 different horizontal bars depicting the expected lifetime value between five segments of different values.] FIGURE 6-4: ELV varies by segment.







Making Better Time-and-Resource Decisions with ELV

By looking back at the money spent for talent acquisition during a certain period in comparison to the lifetime value acquired for the company during that time, you can understand how much was spent per dollar of value produced, which helps you 


	See whether you’re making good choices.

	See how segments where difficulty-of-hire varies widely compare on the value produced.

	See whether you’re improving how you spend your money on talent acquisition as time goes on.



The following equation represents return on investment (ROI) for talent acquisition efforts: 


Segment talent acquisition ROI = ((segment ELV – segment talent acquisition cost) ÷ (segment talent acquisition cost))



For example, the software company spends $300,000 on talent acquisition for 100 software engineers that returned $10 million in ELV. The same company spends $200,000 on talent acquisition of 300 operations employees that returned $5 million in ELV.

If you’re considering the difference in talent acquisition productivity based purely on the number of hires, the talent acquisition for operations employees may be considered much more efficient.

Using a number-of-hires perspective, the talent acquisition cost to produce every software engineer is 4.5 times as much as operations employees, as showed by this calculation: 


	Software engineer cost per hire = (($300,000) ÷ (100)) = $3000 per hire

	Operations employees cost per hire = (($200,000) ÷ (300)) = $667 per hire



Using a value perspective, you get a completely different perspective. The talent acquisition efforts for software engineers have almost double the value over that of the talent acquisition costs than for the operations employees: 


	Software engineering added ELV = ($10,000,000 – $300,000) = $9,700,000

	Operations added ELV = ($5,000,000 – $200,000) = $4,800,000



If you distribute that ELV per hire it works out to the following: 


	Software engineering: $9,700,000 ÷ 100 hires = $97,000 ELV per hire

	Operations: $4,800,000 ÷ 300 hires = $16,000 ELV per hire



Based on the calculations from this example, even though the software engineering recruiting costs is much more per hire, a successful recruitment generates almost 6 times as much value. If you are only using a cost perspective, your report or analysis might conclude the engineering recruiting cost-per-hire is not as good as the operations cost-per-hire, but from a value standpoint you could take the opposite conclusion. It is important to look at both cost and value before making a conclusion.



Drawing Some Bottom Lines

Expected lifetime value is a thinking tool for relative comparisons and prioritization in human resources. There are a number of ways you can improve the assumption in ELV over the basic techniques I have illustrated, but remember that ELV isn’t intended to be used as a precise accounting system. The most appropriate use of ELV comes as an aid in enhancing critical thought.

One important way that ELV varies from customer lifetime value (CLV) is that, in customer lifetime value, every dollar spent is collected as value, whereas in ELV not every dollar spent is collected as value. For most jobs, money will be spent regardless of whether the employee produces any real value for the company. There are many potential reasons that an employee’s effort can produce more or less value. Chapter 7 proposes a framework that can be applied to employee value that makes a more realistic assessment of the range of potential value produced by employees and a useful tool for helping the company see where its human resource efforts will have the most financial impact.








Chapter 7

Activating Value


IN THIS CHAPTER

[image: Bullet] Getting results with employees requires activation

[image: Bullet] Understanding activated value

[image: Bullet] Supporting performance and measuring activation



We know that acquiring uniquely talented people is important to helping any company create a high-performing workforce. We also know that retaining people — specifically, uniquely talented people — is important. A topic that doesn’t get nearly enough attention is what happens to those employees day-to-day after they’re inside the company. Some call this culture, or engagement; what I want to introduce you to is a simple concept I call activation.

If each employee in the company were a component from which the company derived some value, activation would simply indicate whether the switch is on or off. Imagine, if you will, that every employee’s forehead sports an On–Off switch. (I know it sounds like something out of The Twilight Zone, but bear with me.)

In a simple real-life example of activation, you have hired a software engineer who is at work but cannot really start working for two weeks because they are waiting for their computer to arrive. In those two weeks, the engineer is unable to deliver the value from work that you hired her to do, so if she had an On–Off switch, it would be in the Off position. Of course, more things matter than having a computer, but if that’s the one thing that she was missing, the switch would move to the On position whenever the computer arrived.

Not all activation problems are this simple to fix. In another example, after the engineer was hired, team members never completely agreed about the best way to solve a problem, so the engineer ended up working for six months on code that would never be used because of conflicting perspectives among the broader team. You paid her during this period, but the company was unable to materialize value from her work. Again, in this scenario the engineer is working but her activation switch is in the Off position.

[image: Remember] When you’re paying employees but they aren’t activated, you aren’t deriving value; when they are activated, you are deriving value. The challenge of correlating HR activities to business outcomes is that there's more to it than just knowing you have the “best” or “right” set of people or HR programs; what you really need to know is how many individual value switches are On or Off.

When you think about a company from the standpoint of producing optimum results from employees’ efforts, you need a data-informed perspective on the three A’s (attraction, activation, and attrition) if you really want to see what is going on as a whole with employees at your company. Let’s see what happens when you have two of the three nailed down, but not all three: 


	Attraction and activation (without retention): When your business can attract uniquely talented employees but you're not retaining them (not retaining means they are leaving), you’re expending a lot of energy but simply going in circles.

	Activation and retention (without attraction): When you’re activating employees and retaining them, but you’re unable to attract uniquely talented employees, you face the danger of simply being beaten out by those of your competitors who have more talented employees working on whatever it is you want your product focus to be.

	Attraction and attrition (without activation): Finally, when you’re attracting uniquely talented employees and are able to retain them, but you don’t know how to activate them to a high level of performance, you aren’t getting the most out of the money you’re spending on those employees. You have the right people, and you are going to pay them regardless of the value they produce, but you are not obtaining optimum value from them.



For an illustration of the points I make earlier, check out Figure 7-1.

[image: Diagram depicting the Triple-A framework presenting the pitfalls posed if there are problems in attraction, activation, and attrition.] FIGURE 7-1: The pitfalls posed if there are problems in attraction, activation, and attrition.




Now that you know in broad terms what activation is and where it fits into a people analytics HR strategy, I can break activation down into greater detail in the following section.



Introducing Activated Value

The influence of human resource management on organizational performance is a central research question capturing the interest of academics and practitioners for decades. My own literature review turned up more than a hundred articles on the topic of the impact of human resource practices on firm performance that were published in peer-reviewed scientific journals between 1990 and 2018.

Researchers have repeatedly demonstrated that implementing a bundle of people management practices centered on creating strong employee involvement and morale can have a relevant and important influence on company performance.

A 2013 Gallup meta-analysis accumulated data representing well over 1.3 million employees from 263 research studies to study the relationship between employee engagement and business outcomes. Of the nine outcomes studied — customer loyalty and engagement, profitability, productivity, turnover, safety incidents, shrinkage, absenteeism, patient safety incidents, and quality — all proved to be related to employee engagement. According to Gallup, the difference between falling in the top quartile and the bottom quartile of their engagement index could mean a 22 percent difference in profitability, 21 percent in productivity, and 37 percent in absenteeism, to name just a few of the advantages.

The fact that what you do with people impacts company performance shouldn’t be a surprise or be that difficult to understand. What isn’t clear is how to get repeatable results in different contexts. Instead, what you find is an array of disconnected measurement ideas and a dizzying list of suggestions that total in the hundreds, if not thousands, of activities.

Examples from the Internet range from “ditch cubicles” to “provide ongoing coaching and training,” from “encourage volunteering” to “incentivize goals,” and from “start a newsletter” to “hold brainstorming session.” I have nothing against any of these suggestions specifically, but it isn’t helpful to begin with a list of a thousand items that may or may not help gain more performance value out of employees for your company. It isn’t realistic to believe that you will ever get through the list, and you’re unlikely to ever find out how much value any of these contributed or destroyed.

Modern HR teams are looking to people analytics to guide their focus because they’re tired of the old idea of a human resources team that tirelessly implements the Activity of the Year or Quarter or Month or Week chosen from a magic hat. The problem is that, without a guiding measurement framework, it’s difficult to find your way to the right things to do.

In the hope of providing just such a framework, I have come up with something I call activated value, a concept designed to focus attention where it will produce the most business value.



The Origin and Purpose of Activated Value

Activated value is a concept I developed after giving up employment at large companies like Google to start consulting for smaller companies that have less time and fewer people and resources, yet are still trying to repeat Google's success.

One of my first clients was a 500-person start-up that at one point had been a San Francisco start-up darling blessed with a venture capital valuation of over a billion dollars and loved by employees, customers, and investors alike. Much of the company’s initial growth was from its first product, which was a smash hit among its customers. However, this product was not enough to achieve profitability and, before long, competitors copied its design. For a period of years, employees tried to figure out who they wanted to be as a company as they tried to get other products launched. Unfortunately, their best efforts weren't so successful, because their second and third products didn’t “wow” customers as much as the first. By the time I started working with them, it was clear that the company was having financial problems but had a proud history of achievement and that employees were still confident they could turn this company around.


The imitation trap

The first thing I observed while working with the small, troubled company was that I could see much more clearly when smaller companies try to buy the affection and loyalty of employees by imitating the HR practices of larger companies, it can make them look good on the surface for a time but if large scale success is not found quickly, these can undermine the company’s success in the long term.

For this company, imitating the expensive real-estate, open floor plan layout, bean bags, ping pong tables, micro kitchens, free lunches, and other liberal benefits and perks of neighbors like Google, Apple, and Facebook made the startup look like a great place to work, but beneath the vibrant surface and upbeat demeanor important problems were hiding. Attempting to look like the much larger, better capitalized and profitable companies in compensation, benefits, perks, and expensive office space undermined the startup’s success by increasing the startup’s per-unit cost of production over that of the competitors that had much bigger war chests. At the same time, the company had to face competitors in other countries, where workers have lower expectations and cost less, resulting in a much lower unit cost of production. This put the startup in a difficult position of not being particularly competitive on price. The ongoing higher cost of production undermined profitability and this required executives to continually go back to investors to put in more money. Each time they went back to investors for more funds, the employees’ share of the equity pie kept shrinking to the point where it became clear that the employee stock options may eventually be worth nothing. This undermined the reason the most talented employees took the risk on the start-up rather than work at an established company — they wanted their work to matter and they wanted a piece of the company for their contribution. As the realization that the company might fail became clear and the stock options that were holding people in place had less value, critical employees began to leave, which in turn helped make the self-fulfilling prophecy for company failure more likely.

The most important thing I observed in working with a smaller company is that implementing all the little things the large companies do simply is not possible at a smaller company. It could bankrupt them, and it was doing just that. Aside from the problem of the money to buy the coolest toys, the smaller company just didn’t have enough people on the HR team to implement everything larger companies were doing even if they wanted to — there wasn’t enough time in the day for that small team. The smaller company had to figure out what of the many things the larger companies do matter most, or they had to find their own way forward, or else they would be unable to beat larger, more profitable competitors that had a lot more money to spend on human resources. A smaller company can compete with a larger competitor, but not by playing by the rules of the larger competitor’s self-serving game.

[image: Remember] With no standardized, reliable way to measure the deep things that matter (like goals, motivation, capability and support), neither HR nor managers can be held accountable for actually achieving a great culture — so their attentions go to what is happening on the surface (bean bags, ping pong tables, and food). More specifically, managers’ attention goes to wherever they’re being held accountable, and HR’s attention goes to activities that are pursued until complete, regardless of whether anyone has a way of knowing whether those activities matter. This missed opportunity to get the deep cultural things that matter right while focusing on the Fashion of Corporate Success undermines the company's real success over the long term by first increasing the costs over that of competitors and then increasing the company's need to continue acquiring people to replace those who are leaving. As the old saying goes, “what gets measured gets managed.” If nothing deep and important is measured, then nothing deep and important is managed.



The need to streamline your efforts

All companies can benefit from measures of how effectively they are managing people and, as I have been pointing out all along, many of those measures can be found within the emerging practices of people analytics. The problem is that whereas some large companies doing innovative work in the people analytics sphere have hired 20 or more people to exclusively work on people analytics and many other companies experimenting in people analytics have teams of 5 more people working exclusively on people analytics, many smaller companies may not even have that many people working in all of HR.

Given how necessary people analytics is to the effective management of people, small growing companies need people analytics as much (or more) than large companies, but they just don’t have the same resources to apply, so they need it to approach it in a different way. A large-company approach to people analytics requires large, upfront investments in systems as well as large teams full of people who can do advanced systems, behavioral science, and mathematics work — usually, people holding highly specialized training, including full PhDs. The large-company approach to people analytics simply wasn’t possible at the startup I was working with and wouldn’t be possible at any other small or medium sized company, either.

[image: Technical stuff] My definition of a small company is any company with less than 250 employees, while my definition of medium-sized company is 250 to 2000 employees, and my definition of large is above 2000. Others may have a different definition. The point remains that companies of different sizes have different challenges and have to address the problems of human resources in different ways.


THE SPECIAL PROBLEM OF HUMAN RESOURCES FOR RAPIDLY GROWING SMALL- AND MEDIUM-SIZED COMPANIES

 
The problem of a successful and therefore rapidly growing small- or medium-sized company is that, relative to their size, they are much busier in HR than the HR people at a larger company. Just imagine — HR at a small- or medium-sized growing company may be supporting a company that is doubling in size every year, which represents a substantial volume of recruiting and other important HR work.

The extraordinary efforts of HR at the small- or medium-sized growing company really matters for that business to succeed, where the HR employees at a larger company may just need to keep the lights on. In a small company, every hire matters a lot, whereas in a larger company the impact of a single employee, single HR decisions, or single hires is diluted so you can survive more mistakes.

Furthermore, the small- and medium-sized company HR team must design, implement, and iteratively refine a dizzying array of systems, processes, policies, and practices at the same time, whereas the larger company just needs to build on an existing body of work that came before. The larger company doesn’t have to build, implement, or refine the entire HR gamut in one year — the HR team at the smaller company may need to do just that.

Often small companies hire someone to lead their HR department from the HR department at a larger company, hoping to replicate the success of the HR department at the larger company. However, because responsibilities are distributed at the larger company, the HR person taken from the larger company may not have participated in the design and implementation of all of the varied HR systems, processes, policies, and practices at the larger company. They may not have even completely understood all the HR systems, processes, policies, and practices at the larger company. The conundrum for the smaller company is how to design and implement everything it needs to with a much smaller team and budget. The skill required to do this is very different than the skill required to serve as a representative of HR team in some specific capacity at the larger company. Furthermore, the complete package of institutional knowledge that created the success of the larger company team doesn’t transfer easily, if at all, through a single individual.




Initially, I thought that I could meet the HR measurement needs of the smaller company by introducing a basic set of HR metrics and a comprehensive annual survey on employee culture. While my own extraordinary efforts were generating useful insights for the small company, my methods weren’t accessible to operators to take over from me — the everyday people who work in HR and manage people as opposed to the data scientists. It became clear that even the basics required too much work and expertise to safely hand off to a group of already overworked people. It just is not going to happen if someone isn’t responsible, but one person can’t do it all — especially not one that isn’t well versed in all four S’s: strategy, science, statistics and systems. I could do many things myself because of my previous experiences, but not everything, and it is difficult to find someone with experience to hand the whole people analytics thing off to, and clearly the small company couldn’t truly create a complete team just for people analytics.

Because I wouldn’t be able to effectively find a way to collect, report, and find insights for hundreds of metrics and survey questions, I set out with a goal to find a smaller number of people-measures that could be related to business results that connects employee value with business value and that can be administered anywhere by people without a PhD in calculus or industrial organizational psychology. With that goal in mind, I set out to design a key performance indicator (KPI) that I envisioned would be a composite measure (or index) of a few items that can be collected through a survey instrument, but this measurement system wouldn’t require hundreds of questions, hundreds of HR metrics, or advanced data science to still be highly useful. It would necessarily miss a lot of things, but it would measure the most critical things.

I was looking to implement a system of measurement that can be boiled down into a single indexable key performance indicator (KPI) that could 


	Be practical to implement

	Be easily grasped by front-line managers

	Correlate to employee performance and contribute to the understanding of employee performance

	Correlate to business performance and contribute to the understanding of the relative performance of different business units or of the company when compared to competitors in an industry

	Simplify the production of the measure and clarify the possible range of options in the response

	Be used by managers and HR to track their performance regularly: quarter-by-quarter or (preferably) month-by-month

	Be used in conjunction with other people and business data to make better business decisions



After I worked through what was required, the single indexable measure I came up with that satisfied all requirements is what I call activated value.




Measuring Activation

Anyone who has studied the research literature of human performance improvement knows that a frustratingly complex body of research that’s out there examines behavior influences of individual performance. Though it’s safe to say that many factors can drive or affect performance, what I sought to do was come up with a way of measuring just the bare-minimum conditions required for ideal performance to occur that anyone can agree with. Activated value is a way of simplifying the process by focusing on those factors that are important contingencies of a “system of interrelated factors” that produce performance. More importantly, the concept of activated value would be especially easy to understand for managers and nontechnical people.



Determining the minimum conditions necessary for successful performance

The theory of activation proposes that, taken down to its essence, four conditions must exist for an employee or a team to consistently produce at or above performance expectations. The employee or team must 


	Be capable of performing the actions required

	Be aligned on what a good result looks like

	Be motivated to perform the actions

	Have all the tools and support that are required for successful performance of those actions



If any of these four conditions is missing, it’s difficult, if not impossible, for the employee or team to perform reliably.

[image: Remember] To say that four conditions are absolute requirements to achieve performance isn’t to say that other aspects don’t matter at all. Many things can matter — the purpose of activation is to simplify your understanding of performance to the bare minimum. At the point at which you fully understand the presence or absence of these four conditions, you can control these four in analysis to more reliably identify other factors that matter to performance.

The following list summarizes each of the four conditions of activation: 


	Capability (knowledge, skills, and abilities): In its most basic sense, an individual who is capable has the knowledge, skills, ability, and other characteristics necessary to perform the job. Capabilities are what people bring to the company — personal qualities such as technical knowledge, learning agility, social skills / emotional quotient (EQ), and grit, for example.

The company can increase capability in two ways: recruiting and training — keeping in mind that some characteristics aren’t possible to create through training and others are but would cost too much time and money.

The primary channel that the company has to increase capability is the optimal selection of people for jobs based on selection criteria related to job performance as determined by strategic planning and job analysis.

Sometimes when all the other factors of activation have been handled well, some of the characteristics thought to be critical to performance aren’t actually critical in practice. Inversely, even an extraordinarily capable person put into a situation without appropriate supports will fail.

[image: Remember] It doesn’t matter whether people are aligned, motivated, and supported if they aren’t capable of performing the job with a high level of ability.


	Alignment: Employees who are aligned know what they’re expected to accomplish, under what conditions, and how they’re performing in relation to those expectations.

The company can increase alignment by way of goal setting, performance appraisal, and regular executive, manager, and employee communication.

[image: Remember] It doesn’t matter whether people are capable, motivated, and supported if individuals, teams, managers, and leaders don’t understand and agree on expectations.


	Motivation (preferences, commitment, engagement): Motivation is the general desire or willingness of someone to do something.

Motivation reflects the interaction of personal preferences with the job, working environment, company culture, leadership, managers, peers, rewards, and incentives, which result in motivation or demotivation to perform the tasks at hand.

When the company adequately addresses the other factors, motivation often takes care of itself. Regardless, the company can take many actions to create an environment conducive to high levels of motivation. The most important action is to find and select people who are excited about the company’s mission and products. The second most important way the company can maintain high levels of motivation is to listen to employees when they specify the tools and support they need to perform at their best.

[image: Tip] Attempts to “pump up” motivation without managing the other factors generally doesn’t produce the desired outcome.

[image: Remember] It doesn’t matter whether people are aligned, capable, and supported if they aren’t motivated to perform the job.


	Support: This category covers not only the particular technical tools used to perform work but also any other support that’s necessary, such as access to documentation, access to manager and teammates to help solve problems, resources designed to produce skills and knowledge in the individual, technical support, and camaraderie.

[image: Tip] In assessing support, it’s also important to assess negative consequences built into the work environment and work process, such as the failure by other departments to fulfill orders or conflicting or competing objectives between teams or peers that punish or fail to reward individuals for doing the right thing for the company. Investing in common supports, such as training, can be unproductive if done without ensuring that influences are aligned.

[image: Remember] It doesn’t matter whether people are aligned, capable, and motivated if they aren’t provided with the supports they need to perform the job.




Now that you know what activation is, it's time to step it up a level. When you think about a company from the standpoint of producing results through people, you need a data-informed perspective on capability, alignment, motivation, and support of people if you truly want to perform individual and group diagnostics that a) provide useful information about what is preventing performance or b) allow you to use data to make predictions.

Now that you know in broad terms what activation is and where it fits into a people analytics HR strategy, I can break activation down into greater detail in the following sections.




The calculation nitty-gritty

You can infer all four model variables — capability (C), alignment (A), motivation (M), and support (S) — with a short, 8-item survey using a 0–10 agreement scale. Here are the survey questions:


Survey design

For scale, let’s use an agreement scale from 0 to 10.

[image: Tip] Pay careful attention when dealing with a 0–10 agreement scale; 11 responses are possible on such a scale (0,1,2,3,4,5,6,7,8,9,10).

Survey items are described in the table below:

[image: Tip] On the actual survey, you would just list the statements in the survey tool along with the suggested 0-10 agreement scale. While the categorical classification of each item should not be shown on the survey, for the sake of background see the sub-categories or dimensions noted in the first two columns of Table 7-1. You maintain the categories in the background so you that you can calculate and report by any of the four major categories on the survey in addition to calculating an overall index as a whole using all eight items. Others do not need to be distracted or burdened by the details of how you categorize each item, and in particular these distractions should not be on the survey itself.


TABLE 7-1 Setting up a CAMS survey




	CAMS Component


	Format of Item


	Survey Item Statement







	Alignment


	Team


	There is a clear objective around which myself and the people I work with rally.





	Alignment


	Individual


	I have a clear understanding of the difference between an average contribution and a great contribution for my role.





	Capability


	Team


	My primary work group has all the capabilities it needs right now to achieve top performance as a team.





	Capability


	Individual


	I have the capabilities I need right now to achieve top performance in my current role right now.





	Motivation


	Team


	The people I work with are willing to help even if it means doing something outside of their usual activities.





	Motivation


	Individual


	I am motivated to do more than minimum expectations.





	Support


	Team


	I have the cooperation and support from others at <Company> I need in order to be successful.





	Support


	Individual


	I have the resources and tools I need to be successful.








Note that all of the statements used are positive, so the 0-10 scale response can be interpreted consistently, such that a 0 would be the worst response and a 10 would be the best response for all items. This allows a simple calculation of the index.

The index calculations proposed in this chapter assumes 8 positively worded items on a 0-10 agreement scale. If, for various reasons, you want to use a different agreement scale, for example 1 to 5 or 1 to 7, or add or remove an item you may do so; however, you would have to take this into consideration in the index calculation and other uses of this data described below. If you change the structure of the survey, then you will have to adjust the index and your interpretation of the index accordingly.

[image: Technical stuff] Note that the items in each category are intentionally similar — one, however, is asked from the perspective of the team and one is asked from the perspective of the individual. Asking about the same concept in more than one way creates a better performing index. Each survey item is framed in a particular way, which is subject to a particular bias. Asking the question in more than one way is intended to provide balance to minimize the impact of various types of bias. The overall index will be more reliable than the response to a single item or subset of items.



Calculating the CAMS index

Sum the total counts (0–10) from the individual response to the eight items. This should produce a score ranging from 0 to 80 per individual, known as the CAMS index.



Calculating Net Activated

Net Activated is a metric that is a count of the number of people who have responded positively enough to the eight questions to be considered sufficiently activated for purposes of reporting and other calculations.

To calculate Net Activated, assign a categorical description for all individual survey respondents using the following rules: 


	Activated = CAMS index equal to or greater than 70

	At-Risk = CAMS index less than 60



Count the number of individual survey respondents that are Activated and At-Risk.



Calculate Net Activated Percent

Net Activated Percent is a metric that calculates the percentage of the workforce that is activated. Use the following formula to calculate the Net Activated Percent. 


Calculate Net Activated Percent = (# in workforce – # at-risk in workforce) ÷ (total headcount of company)





Additional reporting

While it is nice to see the average CAMS Index and the Net Activated Percent for the company, it will be much more useful to calculate these by segment so you can see what is going on in different parts of the company and compare segments of the company to each other.

Follow these steps: 


	Calculate the average CAMS index per segment.

[image: Tip] A segment can be any number of different layers or dimensions of the company. For examples you can segment by division, by department, by director, by manager, by job family, by job, by job level, by location, by performance, by key jobs or key talent, by gender and so on and so forth. For more on segmentation see Chapters see chapters 4 and 5.


	Cross-tab the average CAMS index by segment. (For more on cross-tabs, see Chapter 4.)

	After completing more than one survey, trend each segment over time.

This will show you if each segment is getting better or getting worse over time.


	Cross-tab each of the four sub categories (Capability, Alignment, Motivation & Support) as well as each of the seven individual items in order to provide more specific feedback about what is going well or going poorly.

I'd concentrate specifically on where the greatest opportunity to improve the CAMS index is. Is there is a problem in capability, alignment, motivation, support or some combination?


	Follow steps 1-4 above for Net Activated Percent as well.





Survey administration

This 8-item inventory is short enough that it can be distributed monthly or quarterly as a regular management ritual and key operational tool that can be associated with other outcomes without degrading response rate or presenting difficulty when it comes to producing and distributing reports.

This survey should be conducted confidentially by a third-party agent so that individual responses can be joined with other data and reported by segment while protecting the integrity of the process and the safety of individual responses.


KEEPING THINGS CONFIDENTIAL — OR IS IT ANONYMOUS?

 
All survey invitations should provide a clear definition to the survey taker of who is collecting the data, for whom, for what purpose, and how the data will be stored and used.

In survey parlance, “anonymous” means that survey results cannot be associated to individuals at all. Imagine, you have a giant cauldron and all employees walked by and dropped in their response. You would never know who put in what. The responses are just in the cauldron and you can’t count them as a whole — that’s all you get. This being the case, you can’t join any other data to report by segment.

Still speaking in survey parlance, “confidential” means that survey results can be associated to individuals for purposes of data management and analysis; however, the caretaker of the survey (either internal or external to the company) have agreed to not share individual responses with anyone. The agreement of the caretaker is to only report survey results in aggregate. The best practice is to use a third-party — a firm that is not part of your company, in other words — to administer your survey. The company will only receive data back in aggregate from the third-party, not the individual detail, so it is impossible for anyone at the company to look at the individual detail.

The third-party caretaker can join data, perform analysis, and report the data by any meaningful segment of your workforce; however, they have agreed to only share data back with the company in segment sizes that achieve a minimum threshold to protect individual confidentiality. A minimum segment size of three is large enough to make it impossible to figure out specifically who responded in a particular way; however, most companies use segment sizes of five just to be safe. In any case, the guidelines are designed so that no manager, rogue HR person, or whomever can pin a negative response on a specific individual. You apply and communicate the guidelines to help people taking the survey feel comfortable about sharing honest feedback without the fear that the company will use what they say against them.

The best approach for surveys is to use a third-party external agent to run your survey confidentially to completely remove the conflict of interest of the person holding the data so people feel safer to share their honest feedback and to project professionalism. I call this a “Third Party Confidentiality Assurance.”




[image: Remember] It can sometimes take a few survey cycles for certain employees to feel comfortable that they can trust you with their honest replies. If you have never taken a survey, look at it from their perspective. How all this works and what you’re going to do after they give you their responses is still a little fuzzy to them. After you have successfully completed a few survey cycles, more people will feel more comfortable that they understand the process and have increasing confidence that they won’t be singled out for retribution. (Don’t laugh: Some people are convinced that it will happen.)

Though we protect the individual responses for the integrity of the process and the accuracy of the data, you can and should have follow-up group or one-on-one meetings where people who feel safe doing so have the opportunity to talk about the four factors (capability, alignment, motivation and support) and contribute inputs for solutions. These meetings should be facilitated so as to be voluntary, positive, constructive, and safe for everyone involved.



Survey Analysis

With the same 8-item inventory, you can 


	Identify which of the four factors, if any, can be categorized as a weakness for the company as a whole or for a particular segment.

	Provide executives a perspective across the entire business to enable them to see strengths, weaknesses, risks, and opportunities among divisions and teams so that they can work with managers to solve problems and hold managers accountable.

	Measure the performance of managers at facilitating activation among the teams they manage and provide individual advice based on the profile of the groups they manage.

	Identify whether the specific issues blocking activation vary among groups or if the issue is relatively consistent across many groups.

	Correlate activation to other survey, performance, or business outcome data, if such data is available.







Combining Lifetime Value and Activation with Net Activated Value (NAV)

In Chapter 6, I introduce employee lifetime value (ELV) as the people analytics version of customer analytics customer lifetime value (CLV). There I talk about how CLV is the total profit estimated over the entire future relationship with a customer. CLV was designed to put the cost of customer acquisition and retention into the proper context of the long-term profitability of each customer — on average, by segment, and in some cases by individual. CLV allows companies to compare the likely return on investment of spending for acquiring or retaining a customer with the total predicted value of the relationship. With ELV, companies now have an important method of putting employee-related issues on a financial basis for the purposes of relative prioritization that is similar to CLV.

Remember the important difference between customer lifetime value (CLV) and employee lifetime value (ELV): Whenever a customer spends money, that value is immediately captured; when you spend money on an employee, the value of that spending may or may not be captured by the company, depending on what the employee does. It’s entirely possible for employees to show up and collect their paychecks but exert no effort to create value for the company — or they can make the effort and still miss the mark. Because ELV is contingent and therefore less predictable, you have to look at ELV a little differently from CLV.

Net Activated Percent (NA%) is a metric described earlier in this chapter that represents the percentage of employees that are activated. Net Activated Value (NAV) combines the concepts of NA% with ELV into one measure. NAV helps you navigate the winding path of employee lifetime value on the employee journey. In this section, I show how you can build on this measure to obtain more insight.

You can obtain a clear focus on where to spend your time and money if you compare the estimated value represented in a particular segment if 100 percent of that segment's employees are activated versus the estimated value of that segment at the current Net Activated Percent (NA%). If you multiply the ELV of the segment times the current Net Activated Percent (NA%), you have a new measure called Net Activated Value (NAV). This new measure, NAV, represents roughly the value of the efforts of the people in the segment that are activated. NAV discounts the expected value of segment, taking into consideration that because not all employees are activated, the segment can’t possibly deliver full value.

Here’s the formula for calculating Net Activated Value (NAV): 


Segment NAV = (Segment NA%) × (Segment ELV)



As shown in Table 7-2, you can compare the dollar value of the opportunity by group to figure out where to focus your attention to have the largest business impact.


TABLE 7-2 Net Activated Value




	Job Segment


	Segment NA%


	Segment Total ELV


	Segment NAV


	Opportunity (ELV – NAV)







	Segment 1


	95%


	$120,000,000


	$114,000,000


	$6,000,000





	Segment 2


	85%


	$90,000,000


	$76,500,000


	$13,500,000





	Segment 3


	80%


	$41,000,000


	$32,800,000


	$8,200,000








In the example shown in Table 7-1, going to work on increasing NAV in Segment 2 is the best investment of your time and resources, based on the information you have that combines Net Activated Percent with employee lifetime value.

[image: Tip] NAV (like ELV) is not intended to be used as a rigorous financial accounting exercise. Rather, these are tools to put concepts like employee attraction, activation and attrition into a relative dollar context, recognizing that not all jobs or people have the same value and the value that is produced may be different than the value expected as a result of some missing contingency as represented by CAMS. The conversion of headcount to ELV helps to get the magnitude of values you are dealing with right and then Net Activated Value shows how efforts to improve value from different segments (based on the information you have at the time) compare on a relative basis for prioritization. Do not confuse this with asserting that the fix is worth $X million dollars from a Finance standpoint. I think it is safe to say that if a group of employees is being paid and they can’t perform optimally (a fact backed up by survey results), then some value is lost. NAV just helps you prioritize your focus among the various options and use the same consistent measure to track changes over time.



Using Activation for Business Impact

You can use the activation measurement framework in a number of ways to improve the bottom line. I list the most effective ways here first and then delve a little deeper into each approach over the course of this section. First off, you can 


	Gain business buy-in on the people analytics research plan

	Analyze organization problems and design solutions

	Support managers

	Support organization change



The following sections spell out the details.


Gaining business buy-in on the people analytics research plan

Often when I work with companies, I have to quickly gain consensus among the various influencers and decision makers (from different departments or functions within the organization) about the specific business goals and job outputs (accomplishments) we are trying to understand and improve with people analytics.

People often see “part of the elephant” when it comes to concepts that they believe influence attainment of business unit performance goals — that's to say they see the parts that interest them or are familiar with, but not the other parts. Some people may be focused on compensation issues, others look at company climate and culture, others emphasize employee selection, and still others may be focused on learning and development. Though it can be frustrating to mediate between so many different points of view, this diversity of perspective is helpful for people analytics.

When you work with a large group, you can draw the 4-factor activation model on a whiteboard (you know — the capability-alignment-motivation-support concept), begin jotting down each person’s interests or concerns in the appropriate columns, and drive the discussion toward an understanding of how it all fits together as a whole to influence behavior and its performance products. When you explain that these same four factors of influence will be used to define your approach for analysis, it should soon become clear how many parties will need to work together to ensure a successful analysis and eventual solution to any underlying problems. (As you might expect, not just one stakeholder or team can be expected to tackle the task)

[image: Remember] By using the activation model to explain how all four factors fit together, looking for examples of misalignment (expectations and incentives in conflict), and expanding all participant's views to include the entire four factors, you will be able to gain increased alignment on objectives and how to proceed.



Analyzing problems and designing solutions

Phase 1 of most analysis should be the 4-factor activation survey outlined earlier in this chapter. The findings from this survey can be used in the design of data measurements collected from systems, additional surveys (as needed), interviews, and other sources.

In addition, the four factors provide a useful way of organizing information to guide discussion. When a stakeholder has a specific “best practice” solution in mind, I have found that one of the most powerful applications of the model is to use it to explain that investments in one factor will not pay off if it’s not the problem or if other needed factors are missing or in conflict. You can use a discussion like this one to manage the risk that the stakeholder may implement a solution without making other equally important changes — and then expressing frustration at not seeing the expected results. Introducing the 4-factor model early on in the engagement can sometimes provide a transition from a tactical focus to a focus on business impact.

When you make a recommendation for a solution — even a simple one — you can use the 4-factor framework to assess relevant information in each of the factors and to suggest a comprehensive solution that includes all four. The model can be used to create checklists to ensure that the items to be considered when preparing to roll out an intervention are not missed.



Supporting managers

Front-line managers like the simplicity and practical language of the activation model. It takes about five minutes to introduce in a minimal way. In a few hours, it’s possible to provide a systematic introduction to how managers can use these factors for assessing the main factors that affect the performance of the groups and individuals they manage.

Performance-appraisal discussions between managers and employees can benefit from the 4-factor activation model as well. Once managers agree with their people on goals or targets, they can use the four elements of activation to collaborate with employees to find the pieces’ missing supports that might help make a difference.



Supporting organizational change

An important function of a model is to establish a common language. A common language can be a huge advantage, especially when you have to obtain consensus among many stakeholders. The 4-factor model proposes a fundamental language for how to support performance, moving the company beyond fixation on the result to a focus on the conditions that are required to gain a better result.




Taking Stock

In Chapter 4, I specify that you can break your workforce down into many different types of segments and that each segment may offer a different perspective. In Chapter 5, I explain that the way you segment the workforce and where you should put your dollars to achieve the biggest return on investment on people will not be the same as in any other company. In Chapter 6, I describe how to put all segments into a comparable financial basis — in dollars — for a long-term perspective using employee lifetime value (ELV). In this chapter (Chapter 7), I tell you how to adjust ELV for activation, a concept that reflects the minimum conditions for value to be produced and then measured by NAV. With NAV, you can evaluate where to spend time and money on people to gain the highest return on investment.

Part 2 of this book establishes a flexible, lean measurement framework for people analytics. Part 3 gives you the fundamental measurement and analysis tools for the employee journey.








Part 3

Quantifying the Employee Journey


IN THIS PART …

Measure how good your company is at attracting talent (Attraction), activating talent (Activation) and controlling the rate of talent exit (Attrition)

Get in front of productivity problems by using data to proactively evaluate the four minimal conditions for performance — capability, alignment, motivation and support

Meet the five models of people analytics

Clarify, improve, and communicate your analytics journey and post-analysis action plan with the help of models








Chapter 8

Mapping the Employee Journey


IN THIS CHAPTER

[image: Bullet] Understanding the employee experience from the perspective of the employee journey

[image: Bullet] Measuring the influence of key touch points on the employee experience

[image: Bullet] Creating a measurement framework to produce insight and continuous improvement in the employee experience



If you were to conduct a careful review of the options available for measuring the performance of Human Resources, you would come up with a list of more than 200 potential metrics and just as many survey questions. (I know, because I've done both.) Starting a people analytics journey that includes all these metrics and survey questions in its scope would be daunting — and a lot of work to complete. If you ever completed the task, it would still be a confusing result: Among all these measures, how would you know the good or the bad of it, and where would you focus? Rather than attempt to measure all things that are possible, or arbitrarily choose a focus, it’s better to align the measures to a broader objective or problem focus area. To guide this effort, I propose the “triple-A framework” — attraction, activation, and attrition — as shown in Figure 8-1.


[image: Illustration of the Triple-A framework of attraction, activation, and attrition, with an optimal area where all three are balanced.] FIGURE 8-1: The triple-A framework.








The triple-A framework provides some clarity by narrowing the range of possible areas of focus to three broad opportunities or problems: 


	Attraction represents a set of metrics and analyses intended to measure the attractive force of the company to acquire the quality of talent it wants. In other words, how are you doing on getting talent into the company?

	Activation represents a set of metrics and analysis intended to measure the proportion of people and teams who have all the basic requirements to produce high performance. In other words, how are we doing at creating the conditions that make for productive employees?

	Attrition represents a set of metrics and analysis intended to measure the degree of control the company has over the quality of the talent it’s able to retain versus the quality of talent it allows or encourages to exit. In other words, how are you doing keeping your highest performers, while letting others go on to the next stop in their career?



In Chapters 9, 10 and 11, I give each component of the triple-A framework (attraction, activation and attrition) their chapter to provide a deeper exploration of the topic and to provide a sampling of measures you can use to get started analyzing them.

For the time being I elevate the triple-A framework to your attention because of its foundational role in refining your focus from among many measures and connecting the many measures together. The three A’s — attraction, activation, and attrition — describe the three primary talent management problems each company must solve collectively and also describe the main phases of each individual's journey as well. All employees go through a period of attraction, activation, and attrition on their journey with the company. This chapter is about what you can learn about how the company is doing from the standpoint of the employee journey, as opposed to from the standpoint of areas of HR specialty or from the standpoint of HR systems and processes.

The survey-based measurement system I propose in this chapter provides a way to measure how well you’re doing at different stages of the employee journey from the standpoint of candidates and employees.



Standing on the Shoulders of Customer Journey Maps

An employee journey map is a visualization of the major stages and touch points that employees experience from the time they become aware of an opportunity at the company, during interviews, throughout their first day of employment, into their first year and into later tenures, and then ending when they leave the company.

The idea of an employee journey map has roots in the customer journey map — a visual document that charts the customer experience as it progresses through the stages of a company’s sales-and-marketing funnel into a buyer/seller relationship to achieve goals for the customers.

The customer journey map for service design was first introduced by the (then up-and-coming) international design-and-marketing firm IDEO, back in 1999. (The company had come up with the idea and applied it to the Acela high-speed rail project, where it was used to visualize the customer experience for interactions with — and feelings for — the rail system.) The customer journey map, now widely used in marketing, is particularly useful as a tool for visualizing, analyzing, communicating, and improving intangible services.

The goal of the customer journey map is first to define the path that key customer types take to the product or service and then break down the elements of that path in order to better understand how these types find their way to (and experience) the product or service. This map brings together major interactions, known as touch points, that the customer has with the company and documents the changing feelings, motivations, and questions that key customer groups have at the touch points. The customer journey map is used to compare customers' perceived interactions with the company’s vision of the experience. Understanding the customer’s point of view throughout the journey makes it possible to solve problems and design a better experience that meets or exceeds the expectations to produce advantages versus competitors.

The success of the customer journey map led many to ask whether its principles can be applied to the employee experience. I'm happy to say that the answer to this question is emphatically yes. Below I show you how to create an employee journey map for yourself.

When completed, the map visually shows the stages that employees go through, details specific company touch points, specifies feedback tools that are used to quantify the candidate or employee experience at each stage, and even includes a summary of what the data shows all in one view.

We will build this map together. Figure 8-2 below shows three different ways of categorizing the stages that all employees go through in their relationship with a company.

[image: Illustration of an employee journey map depicting the first step of identifying the stages that all employees go through in their relationship with a company.] FIGURE 8-2: Employee journey map: the first step is to identify the stages.




In Figure 8-2, the first row is included so you can see how the detailed employee journey stages found below fit into the over-arching triple-A framework. The second row expresses the cognitive stages that an employee goes through, borrowing from how a marketer thinks about a customer moving from no awareness of a product to having a relationship with the product, until eventual decline. The third row lines it all up with the activities that occur in the recruiting process. The arrow below shows that the map works left to right, showing how a person moves from no awareness of the company to becoming a productive member of the company to eventual decline.

As Figure 8-2 illustrates, the employee journey map should accommodate the entire journey that people make as employees — from their first contact with the company during the recruiting process to new-hire orientation to onboarding to the first 30, 90, and 180 days to the first anniversary and on to future anniversaries until the point of exit.

[image: Remember] Your recruiting process or way of framing the employee experience in stages may be a little different from mine and that is fine. You can draw your map how you want to — the one I have included is just a generic example.

Figure 8-3 builds on the foundation we've started by citing the important company touchpoints that align to each stage.

[image: Illustration of an employee journey map depicting the second step of adding the company touchpoints that all employees go through in their relationship with a company.] FIGURE 8-3: Employee journey map: the second step is to add the company touchpoints.




As I have sampled in Figure 8-3, your next step is to brainstorm all of the points of contact between the company and the person to clarify the opportunities you have to influence the opinion of the candidate or employee about the company. By connecting touch points to the employee journey map, you can figure out where your best opportunities are to apply resources to make the most impact on opinion at any given phase of the employee journey.

The next step is to indicate how you are going to measure company performance at each stage. Surveys help you see the journey map beyond merely aspiration and anecdote. With survey data, you can measure each stage of the employee journey in such a way that you can see the average, the range, and trend over time, compared by segment and by stage. Survey data allows you to record incidents and attitudes along the way to see how incidents and attitudes that you find at prior stages correlate to what you find at later stages. With this information, you can focus on improving the experiences at earlier stages that you know are important because of the long-term consequences for the company. Well-designed surveys, when used together with other data, can help you see many things that you otherwise would be unable to see.

Figure 8-4 adds the names of the surveys you can use to obtain a quantitative measure of the attitude or opinion of people at each stage.

[image: Illustration of an employee journey map depicting the third step of deciding how to measure each stage that the employees go through in their relationship with a company.] FIGURE 8-4: Employee journey map: the third step is to decide how you are going to measure each stage.




[image: Remember] Figure 8-4 provides a generic title for a series of surveys you can use to obtain feedback on each stage. I provide some sample surveys later in this chapter. but keep in mind that you can name your surveys whatever you like and modify your surveys as you like — again, what you find here is merely an example to show how it all fits together.

The data you can use in conjunction with your employee journey map is not limited to survey data only. The data blueprint shown in Figure 8-5 is a conceptual diagram of what's happening in the employee journey which, with a little work, can be expressed as metrics using data that you can obtain from systems. Unlike the data described above that is collected through surveys, this type of data is obtained from the applicant tracking system (ATS) or human resource information system (HRIS). After detailed data has been extracted from these systems, you can express the counts of the number of people at each stage, the number of people entering and exiting each stage, and the movement of people between stages in many different useful ways.

[image: Illustration of an employee journey map depicting how people move from one stage to the next (or exit out entirely) and provides the names of the base measures that can be used to count.] FIGURE 8-5: Employee journey map: you can also use data from systems.




Figure 8-5 illustrates diagrammatically how people move from one stage to the next (or exit out entirely) and provides the names of the base measures that can be used to count and measure the volume of movement. You may use these base measures alone or together with other data to paint a picture of what is happening overall — a picture which cannot be gained by relying on personal experience or anecdotal evidence.

Figure 8-6 brings everything we have done so far together in one place.

[image: Illustration of a sample employee journey map depicting the triple-A framework, customer journey stages, employee journey stages, company touchpoints, survey feedback tools, and system feedback tools all fit together. ] FIGURE 8-6: A sample employee journey map.




As you can see in Figure 8-6, the employee journey map allows you to see in one place how a lot of different concepts fit together as one — this is in fact the entire point! The example I have included works left to right and has rows that allow you to see how the triple-A framework, customer journey stages, employee journey stages, company touchpoints, survey feedback tools, and system feedback tools all fit together.

[image: Tip] A detailed employee journey map like the one in Figure 8-6 should definitely be available for use by anyone on the HR team and should be collectively reviewed from time to time, but I'll admit it is a tad overwhelming to look at if you were not the one involved in creating it. This does not mean you should not do an employee journey map — don’t throw out the baby with the bath water — but you can put the detail away for use by those people who need it when they need it and just provide a summary to the casual audience.

Figure 8-7 is an example of what the employee journey map could look like with less detail on its inner operations while still including summary data that can be obtained from survey and system sources.

[image: Illustration of a slimmed-down employee journey map depicting the triple-A framework, employee journey stages, survey data summary, and system data summary.] FIGURE 8-7: A slimmed-down employee journey map.




Check out what's been added in Figure 8-7. On the Survey Data Summary row, you can review the height of any bar all the way across to compare stages to each other. There are four bars for each stage, which represent a quarterly view so you can also see if you are getting better over time. Because this is just illustrative, my labelling is not specific (Q1, Q2, Q3, Q4), but in your case you could be more specific: for example: Q1-2018, Q2-2018, Q3-2018, Q4-2018. You also could report it by intervals other than quarters — bi-annually or annually, for example. The point of the design I have suggested here is that you can compare stages to each other and also see how each stage is changing over time in a single glance.

The bottom row, labelled System Data Summary, is just there to illustrate that you can also include system data facts and/or leverage graphs of a different design, as necessary for your situation. In the example I have illustrated here, the focus of the graphs is not on the absolute volume of activity by stage (difficult to interpret), but rather on a metric that compares the volume of activity to what was planned in advance — the metric expressed is essentially the percentage of plan achieved for key stages. These bars can range between 0 and 100 (with 100 being perfect) and the line indicates how close the company got to plan. Again, I have added bars labelled by quarter so you if this were real data you could see how the company is improving over time — or not. You could also see how missing the plan in earlier stages can quickly add up to a situation where you miss plan in later stages. This design allows you to quickly trace the problem back to where it started.

The graphs on the far right of the bottom row are different than the ones to the left. The graphs to the far right represent the percentage of employees retained (the ones that didn’t leave the company) over a 12-month period by job tenure group. If this were real data, these graphs would show you at what point or points in the employee’s job tenure you begin to see high percentages of employees exit the company. Seeing retention in 1-year job tenure intervals allows you to find the right time frames to move employees into new jobs, address whatever the problems are common among each tenure interval which may be different than exits among other tenure intervals, and plan for inevitable exits.

The intent of the graphs included in this chapter is not to convey a real data insight or to explain how to create them. These are sketchy examples with fake data. My goal here is to show you that, with a handful of graphs, you can create a powerful dashboard that can be easily understood in the context of the employee journey with a quick glance — this does not occur by accident, this occurs by design.



Why an Employee Journey Map?

The goal of recruiting people into a company isn’t to produce a hire and then simply congratulate yourself on a job well done — the point is to have that hire become a productive, contributing member of the company for as long as possible. It isn’t a one-time or sporadic relationship — it’s a high-cost, high-value relationship that must be renewed by employees and employers every working day.

[image: Tip] Consider the entire journey that the employee makes with the company and how the actions (or inactions) taken by the company affect the motivation and productivity of employees over time.

The goal of an employee journey map is to identify those areas or transition points where people tend to encounter problems — whether those problems occur at the initial interview stage or while working for your company — and identify opportunities for improvement.

A closer look at the various metrics available to Human Resources departments not only reveals a bewildering array of options but also shows that some options have different ways of measuring progress. It also shows that some of those ways come in conflict with one another because they highlight different priorities.

An employee journey map can also help unify often disparate and competing efforts within the same company by providing everyone with a single framework that maps the activities of Human Resources with the employee experience.

Everyone has blind spots. Everyone has a lot to do, and — left unchecked — everyone gets caught up in what they’re trying to accomplish individually, sometimes at the expense of people who do other jobs or at the expense of the company as a whole. The employee journey map allows you to take a bird’s-eye view of actions by different stakeholders who work together to impact the employee experience.

[image: Remember] Unless you work in a very small company, Human Resources isn’t a single person, single knowledge area, or single job. The contribution to the company from people who work under the umbrella of HR fits into multiple categories. HR Centers of Excellence (COEs) are centralized units within the function of Human Resources that have a specialized expertise and job focus. Examples of HR COEs are Talent Acquisition, Compensation, Benefits, Employee Relations, Learning and Development, and Organization Design (OD). Someone who works in Compensation doesn’t do Recruiting’s job, and someone in Recruiting doesn’t do Compensation’s job, and so on. Sometimes, the policies, programs, processes, and other efforts of people in different COEs pull in different directions. What you want to do with data is help these specialized members of HR connect what they do to an overarching objective.


AVOIDING THAT “STUFF HAPPENS” MOMENT

 
Stuff happens, right? Not necessarily. One advantage of a detailed employee journey map is that it can help you avoid typical speed bumps in the hiring-and-retention process. The two examples in this sidebar show you how things can go wrong in that process — and how an employee journey map might help you catch the warning signs.

Recruiters

The natural incentive for a recruiter is to produce a hire quickly and move on to the next one, recruiters are measured by their number of hires — an incentive that results in behaviors that produce hires without regard to quality or care for the experiences of candidates and sometimes the future teams where the candidates will work. You need for recruiters to produce not only hires but also the best-quality hires possible while accurately representing the job — and to do so without leaving a trail of dead bodies. If you aren’t measuring the contribution of the recruiters in light of the entire employee journey, you may have recruiters doing what is best for themselves while operating against what is best for the candidates or the company in the long run.

Managers

The natural incentive for managers is to hold on to their best-performing employees as long as possible – they are measured by the performance of their team. If they let their best employee shuttle to another team or get promoted, then they have to take a risk and start over. Though this tendency is convenient for managers, eventually employees may want to progress their careers into the next step for them. When the entire responsibility for managing the careers of employees remains only in the hands of managers and employees, employees will find it best to exit the company to achieve their next career moves. This unfortunate and unnecessary loss for the company can be prevented by having processes that continuously evaluate the tenure of employees and proactively present new internal opportunities at the right times. Absent an entire employee journey perspective and a company-wide system of measurement, managers who are left to their own devices won’t make decisions that are best for the company or its employees — and then everyone loses in the end when employees exit the company.

The benefit of considering the employee experience at different signposts in the employee journey is that it provides a longer-term perspective from which to evaluate and prioritize actions. If you were to consider the employee journey only from the standpoint of the employee experience all mixed together all at one time, you can miss signposts and get off track.






Creating Your Own Employee Journey Map

Creating a customer journey map can sound like its own ambiguous and arduous journey, but it need not be. Though it’s important to align your map to data, it doesn’t have to be overly complicated. It only needs to contain the necessary detail to communicate the stages, touch points, influences, and emotional reactions to help you understand what is going on and drive action.


Mapping your map

The initial spadework for mapping isn’t that onerous. Here's what you need to do first: 


	Pick a key job group or another employee segment at your company.

	Define stages or steps of your recruiting process for candidates in this job group.

For example: outreach, resume review, phone screen, on-site interview 1, onsite interview 2, offer, hire, onboard, and so on.


	Define the key touch points for candidates in this job group.

For example: recruiter’s first email to candidate, recruiters first phone conversation, recruiters follow-up phone conversation, greeting at the company, interview, employee orientation, greeting on first day, greeting with the team, and so on.


	Identify the key information needs and questions that a typical person experiences at each touch point. Also consider the information needs that the company has at each touch point.

	Define measurement instruments and metrics for each stage.

	Collect quantitative and qualitative data.

	Identify the problems and opportunities. In the Offer stage, for example, it may be of concern that candidates can’t differentiate the job opportunity except by level of pay.

	Identify who is accountable to act for each problem or opportunity identified. Many efforts can be combined, but one person must be accountable to direct those efforts.

	Monitor continuously to see whether the actions that are taken address the problems and opportunities in the manner expected and to uncover new problems and opportunities.

	Repeat the process for each important employee segment at your company.



That's the framework. The success (or failure) of your employee journey map depends on how you fill in that framework. And the most important element you'll use to fill in that framework is, of course, data. So it's time to tackle the data question, and that means reading the next section.



Getting data

The employee journey map should be based on data that describes the reality of candidates and employees, not on your idea of what that reality should be. Here are some ways you can get reliable information to fill in the gaps on the employee journey map: 


	Leave your office behind: An important first step to increasing your perspective about the employee experience is to walk away from your desk and observe people working where the work is being done. You can often spot issues that nobody else would have thought to tell you about or that you wouldn’t have noticed in data you already have. Evaluate what actually is happening rather than what people say or what arbitrary information has incidentally accumulated in systems or in previous surveys.

	Walk in someone else’s shoes: In some companies, you can shadow someone, do a ride-along, or work in a role for a day. Though this process may be anecdotal and produce too much detail for a journey map, it can stimulate your understanding of, and empathy with, the type of people you employ. It can also help you understand what good work looks like and the types of people who do it.

[image: Tip] Getting close to the action produces the opportunity to ask questions in a face-to-face environment in a context where people are already comfortable — and where you can understand the things you’re being told.


	Conduct stakeholder interviews: Interview employees in the key job families for which you want to create a journey map. Interview managers, recruiters, and other support staff. Interview candidates — not for jobs but rather to ask them questions regarding their experience in applying for a job at your company. Interview former employees — many people will take your phone call and will be happy to talk to you about what went right and what went wrong.

[image: Warning] When you do as I suggest in this list — leave your office behind, walk in someone’s shoes, and do stakeholder interviews — go ahead and capture anecdotes; do not, however, rely totally on them as a final source of information. (I realize that it can be tempting to get caught up in a good story and run with it.) Eventually, it’s important to validate anecdotal inspirations with data collected from a larger sample; the three tasks I just mentioned can be useful creative thinking devices to help you express those patterns to other people in a way that is compelling after you have confirmed these observations. Look first to confirm that the stories do exist as consistent patterns in systematically collected data; and then, only when this is confirmed, use anecdotes to help you express those patterns to other people.


	Conduct surveys: In my career, I have designed a lot of employee surveys. In my experience, focusing on a collective perspective of people through surveys always a) makes a profound contribution to whatever question I am trying to answer b) helps to identify compelling stories and c) is less complicated to deploy and explain than most other analytical methods.

	Looking at data in systems: You can use lots of data on your employee journey map in the operational data systems — like the applicant tracking system (ATS), human resources information system (HRIS), enterprise resource planning system (ERP), or any other systems that contain information about candidates and employees.






Using Surveys to Get a Handle on the Employee Journey

Since the employee journey map is centered around the experiences of living, breathing people, a key part is collecting feedback from living breathing people with surveys. In this section, I provide you with some sample surveys you can use to put real data to your employee journey map.

[image: Remember] When you use the survey items I outline in the following sections, simply replace <Company Name> with your company’s name and replace <Insert Industry Example> with relevant talent competitors.


Pre-Recruiting Market Research Survey

On a scale of 0 to 10, how likely are you to seriously consider a new job opportunity in the next year? (0= not at all, 10 = very likely)

If it applies, please describe a moment when you have felt genuine happiness at work.

If it applies, please describe anything that is preventing you from being as successful as you would like to be in your current role.

“Which top three employers would you consider for your next career move?” Choose three. 


	

	<Insert here your own custom list here>

	<Insert Industry Example>

	<Insert Industry Example>

	<Company Name>

	<Insert Industry Example>

	<Insert Industry Example>

	<Insert Non-Industry Example>

	<Insert Non-Industry Example>

	<Insert Non-Industry Example>

	Other: _______________

	Other: _______________

	Other: _______________






On a scale of 0 to 10, how likely are you to consider a job opportunity at <Company>? (0= not at all, 10 = very likely)

When you think of <Company> brand and culture what words, if any, come to mind? (List as many as you can)

When you think of <Company> brand and culture what words, if any, come to mind? (Selected all that apply)

<Insert here your own custom list here>

Examples: 


	

	Arrogant

	Conservative

	Creative

	Diverse

	Ethical

	Friendly

	Fun

	Innovative

	Intelligent

	Intimidating

	Performance

	Professional

	Quality

	Successful

	Snobby

	Traditional

	Trustworthy

	Unethical







Brand Exposure


	Have you ever used the products and services of <Company>? (Yes/No) (If yes, detail: _______)

	On a scale of 0 to 10, how familiar with <Company> are you? (0= not at all, 10 = very familiar)

	Have you ever been to an event sponsored by <Company>? (Yes/No) (If yes, detail: _______)

	Do you know anyone who works at <Company>? (Yes/No) (If yes, detail: _______)




	Have you ever been approached before by a recruiter at <Company>? (Yes/No) (If yes, detail: _______)




	Have you ever applied for a job at <Company>? (Yes/No) (If yes, detail: _______)





Sourcing Channels


	How did you find out about your current job?

	What professional websites or blogs do you follow?

	What periodicals and magazines do you read on a regular basis?

	What professional associations or meetup groups do you regularly participate in?

	What websites do you use to learn about or look for job opportunities?






Pre-Onsite-Interview survey


	On a scale from 1 to 5, please indicate your level of agreement with the following statements: 1) Strongly disagree. 2) Disagree. 3) Neither agree nor disagree. 4) Agree. 5) Strongly agree.

	The recruiter has clearly defined what the job is.

	The recruiter has expressed a unique selling point for the job.

	The opportunity that is described to me is compelling.

	I know everything I need to know about the job opportunity for now.

	I have a clear understanding of <Company Name>'s brand identity and products.

	<Company Name> seems like it’s in a position to succeed.

	<Company Name> compares favorably with competitors as an attractive place to work.

	I think that my long-term career goals can be met at <Company Name>.

	I’d be proud to work for <Company Name>.




	On a scale from 0 to 10, how likely are you to consider a job opportunity at <Company Name>?

	When you think of <Company Name>’s brand and culture, which words, if any, come to mind? (List as many as you can.)





Post-Onsite-Interview survey


	On a scale from 1 to 5, please indicate your level of agreement with the following statements: 1) Strongly disagree. 2) Disagree. 3) Neither agree nor disagree. 4) Agree. 5) Strongly Agree.

	The recruiter gave me the information I needed to prepare for the interview.

	The interviewers showed up on time.

	The interviewers made me feel welcome and as comfortable as I could be at an interview.

	The interviewers were well prepared to speak with me

	The interviewers were knowledgeable about the line of work I do.

	The interviewers were interested and curious about me.

	The interviewers explained and applied an interview method designed to reduce bias.

	The interviewers have realistic expectations about the job.

	In the interviews, I was given the opportunity to fully describe what is unique about me.

	The hiring process at <Company Name> is much better than my experience with other companies.




	How can we improve our recruiting process?

	What aspects of the opportunity are most compelling to you?

	What aspects of the opportunity are a concern to you?

	When you think of <Company Name>’s brand and culture, which words, if any, come to mind? (List as many as you can.)





Post-Hire Reverse Exit Interview survey


	Immediately before joining us at <Company Name>, did you work for another company? (Yes, No)

	If no, were you (select one):

	Personal: Caring for children or significant others

	Personal: Going to school

	Personal: Pursuing nonpaid interests

	Personal: Other




	If yes:

	Was your last employer in the same industry? (Yes, No)

	What was the name of your last employer?




	At <Company Name>, do you expect to gain or lose in the following areas? 1) Lose a lot. 2) Lose a little. 3) Neither lose nor gain. 4) Gain a little. 5) Gain a lot.

	Overall company quality

	Leadership team quality

	Manager quality

	Peer quality

	Work quality

	Learning and development opportunities

	Current offered job level

	Long-term career opportunities

	Expected 1-year value of total compensation package (base, bonus, stock)

	Expected 3- to 5-year value of total compensation package (base, bonus, stock)

	Benefits (health and retirement, for example)

	Perks (meals, on-site services, and fitness, for example)




	On balance, how would you characterize your decision to leave your last employer? (Select one.)

	Mostly for work-related reasons within your prior employer’s ability to address.

	Mostly for personal reasons outside of your prior employer’s ability to address.

	Personal: Other




	If it applies, please describe a moment when you have felt genuine happiness at work.

	If it applies, please describe anything that prevented you from being as successful as you wanted in your former role at <Company Name>.

	Please tell us about the events leading up to your decision to leave <Company Name>.

	Is there anything your prior employer could have done differently to keep you longer? (Yes, No)

	Please tell us what your prior employer could have done differently to keep you longer?





14-Day On-Board survey


	On a scale from 1 to 5, please indicate your level of agreement with the following statements: 1) Strongly disagree. 2) Disagree. 3) Neither agree nor disagree. 4) Agree. 5) Strongly agree.

	I feel welcomed by the people I will work with here at <Company Name>.

	I received all the information and learning resources I needed to get up to speed quickly.

	I have received the time I need with others to get up to speed quickly.

	This onboarding process at <Company Name> is well thought out and well designed.

	I was given accurate information during the interview process.

	<Company Name> compares favorably with competitors as an attractive place to work.




	How can <Company Name> improve the onboarding process?

	How can <Company Name> make first few days of working at better?

	When you think of our company brand and culture what words, if any, come to mind? (List as many as you can.)





90-Day On-Board Survey


	On a scale from 1 to 5, please indicate your level of agreement with the following statements: 1) Strongly disagree. 2) Disagree. 3) Neither agree nor disagree. 4) Agree. 5) Strongly agree.

	I feel welcomed by the people I will work with here at <Company Name>.

	I received all the information & learning resources I needed to get up to speed quickly.

	I have received the time I need with others to get up to speed quickly.

	This onboarding process at <Company Name> is well thought out and designed.

	I was given accurate information during the interview process.

	<Company Name> compares favorably with competitors as an attractive place to work.

	The work I have do in the next 12 months is compelling.

	I have everything I need to perform at my best.

	My manager is working with me to adapt myself to the team and role.

	My manager is working with me to adapt the role to my strengths.

	I have a clear understanding of the difference between an average and great contribution for my role.

	I have a clear understanding of what I need to do to make a great contribution in my role.

	I have the capabilities I need to make a great contribution in my current role at this time.

	The actions I need to take to be successful in this job are achievable and within my control.

	I really care about achieving great work here.

	I am willing to put in a great deal of effort beyond that of the average person in order to be successful here.

	I have the cooperation and support I need to be successful.

	I have the resources and tools I need to be successful.




	How can <Company Name> improve the onboarding process?

	How can <Company Name> improve the first 90 days of working at <Company Name>?

	When you think of our company brand and culture, which words, if any, come to mind? (List as many as you can.)





Once-Per-Quarter Check-In survey


	On a scale from 1 to 5, please indicate your level of agreement with the following statements: 1) Strongly disagree. 2) Disagree. 3) Neither agree nor disagree. 4) Agree. 5) Strongly agree.

	I have a clear understanding of the difference between an average and great contribution for my role.

	I have a clear understanding of what I need to do to make a great contribution in my role.

	I have the capabilities I need to make a great contribution in my current role at this time.

	The actions I need to take to be successful in this job are achievable and within my control.

	I really care about achieving great work here.

	I am willing to put in a great deal of effort beyond that of the average person in order to be successful here.

	I have the cooperation and support I need to be successful.

	I have the resources and tools I need to be successful.

	My manager is helping me develop in my career.

	My manager communicates clear goals for the team.

	My manager regularly gives me actionable feedback.

	My manager avoids micromanaging me.

	My manager consistently shows consideration for me as a person.

	My manager keeps the team focused on priorities, even when it means declining interesting projects or putting less important projects on the back burner.

	My manager regularly shares relevant information from senior leadership.

	My manager has had a meaningful discussion with me about my career development in the past six months.

	My manager has the functional expertise required to manage me effectively.

	My manager makes tough decisions effectively.

	My manager effectively collaborates across the organization.

	My manager values my perspective, even when she doesn’t agree with it.

	I would recommend my manager to others.

	I can recommend <Company Name> as a great place to work.

	I can recall a moment in the past three months when I felt genuine happiness at work.




	If it applies, please describe a moment in the past three months when you have felt genuine happiness at work.

	If it applies, please describe anything that is preventing you from being as successful as you wanted at <Company Name>.





Once-Per-Year Check-In survey


	On a scale from 1 to 5, please indicate your level of agreement with the following statements: 1) Strongly disagree. 2) Disagree. 3) Neither agree nor disagree. 4) Agree. 5) Strongly agree.

	I have a clear understanding of the difference between an average and great contribution for my role.

	I have a clear understanding of what I need to do to make a great contribution in my role.

	I have the capabilities I need to make a great contribution in my current role at this time.

	The actions I need to take to be successful in this job are achievable and within my control.

	I really care about achieving great work here.

	I am willing to put in a great deal of effort beyond that of the average person in order to be successful here.

	I have the cooperation and support I need to be successful.

	I have the resources and tools I need to be successful.

	My manager is helping me develop in my career.

	My manager communicates clear goals for the team.

	My manager regularly gives me actionable feedback.

	My manager avoids micromanaging me.

	My manager consistently shows consideration for me as a person.

	My manager keeps the team focused on priorities, even when it means declining interesting projects or putting less important projects on the back burner.

	My manager regularly shares relevant information from senior leadership.

	My manager has had a meaningful discussion with me about my career development in the past six months.

	My manager has the functional expertise required to manage me effectively.

	My manager makes tough decisions effectively.

	My manager effectively collaborates across the organization.

	My manager values my perspective, even when she doesn’t agree with it.

	I would recommend my manager to others.

	I would like to pursue career advancement at <Company Name>, in the next 12 to 24 months.

	I would be thrilled to be working in the same job 12 months from now.

	Overall, I think that I can meet my career goals at <Company Name>.

	I can recommend <Company Name> as a great place to work.

	I can recall a moment in the past three months when I felt genuine happiness at work.

	I am proud to work for <Company Name>.

	I fit in well in the <Company Name> employee culture.

	I am inspired by the people I work with at <Company Name>.

	I find personal meaning in the work I do at <Company Name>.

	I have the opportunity to do what I do best at <Company Name>.

	I am motivated to do more than expected to help those I work with succeed.

	I have no desire to leave <Company Name> right now.




	If it applies, please describe a moment in the past three months when you have felt genuine happiness at work.

	If it applies, please describe anything that is preventing you from being as successful as you wanted to be at <Company Name>.





Key Talent Exit Survey


	After you leave <Company Name>, will you be working for another employer? (Yes, No)

	If no, will you (select one):

	Personal: Care for children or significant others

	Personal: Go to school

	Personal: Pursue nonpaid interests

	Personal: Other




	If yes:

	Is your new job in the same industry? (Yes, No)

	What is the name of your new employer?




	For your new employer, do you expect to gain or lose in the following areas? Scale: 1) Lose a lot. 2) Lose a little. 3) Neither lose nor gain. 4) Gain a little. 5) Gain a lot.

	Overall company quality

	Leadership team quality

	Manager quality

	Peer quality

	Work quality

	Learning and development opportunity

	Current offered job level

	Long-term career opportunity

	Expected 1-year value of total compensation package (base, bonus, stock)

	Expected 3-to 5-year value of total compensation package (base, bonus, stock)

	Benefits (health and retirement, for example)

	Perks (meals, on-site services, and fitness, for example)




	On balance, how would you characterize your decision to leave <Company Name>? (Select one.)

	It’s mostly for work-related reasons within <Company Name>’s ability to address.

	It’s mostly for personal reasons outside of <Company Name>’s ability to address.




	If it applies, please describe a moment when you have felt genuine happiness working at <Company Name>.

	If it applies, please describe anything that prevented you from being as successful as you wanted to be at <Company Name>.

	Did any recent actions or events affect your decision to leave <Company Name>? Choose all that apply:

	Work related: Action/inaction by your manager

	Work related: Action/inaction by leadership team

	Work related: Action/inaction by peers in your work group

	Work related: Action/inaction by peers not in your work group

	Personal: Personal health, health of others, or birth of child

	Personal: Career opportunity for significant other is making you move

	Personal: You or a significant other reached retirement eligibility age

	Work related: Other

	Personal: Other




	Please tell us about the events leading up to your decision to leave <Company Name>.

	Is there anything <Company Name> could have done differently to keep you longer? (Yes, No)

	Please tell us what <Company Name> could have done differently to keep you longer.

	Is there anything <Company Name> can do now or in the future to get you back? (Yes, No)

	What can <Company Name> do to get you back?



[image: Remember] The survey items above are examples that I have selected to get you started for purposes of gaining a summary perspective on the employee journey. In addition to this, People Analytics For Dummies includes a comprehensive survey guide ("Appendix B: Great Employee Survey Questions") as an online resource at the web site associated with this book. This resource includes many other categories of items that you can use to explore specific problem or opportunity areas in more depth.




Making the Employee Journey Map More Useful

You may use my journeyman example if you like, but you need not be confined by my example. I encourage you to find your own way for making your employee journey map come alive for your company. Below are some suggestions for you as you do so: 


	Apply creativity to make the employee journey map relevant and interesting. You don’t have to use a boring flowchart or copy the artistic design of another company’s journey map. Take inspiration from the world around you, but make it your own. For example, if you’re at a transportation company, consider making it transportation-themed. If you’re at a manufacturing company, consider making it manufacturing-themed. The possibilities are endless.

[image: Tip] The uptake of the employee journey map may well depend on the degree to which it captures the imagination of the leaders, managers, and employees of your company, so it’s worth taking a little time to think about it.


	Make it simpler, but not simple. As you add more steps or layers of insight, you make the employee journey map more complex. Try to get it just right, but if you have extra data, you can create versions that summarize that data, followed by versions that contain the additional data or places where you can drill down into detail as necessary.

	Make the employee journey map interactive. Consider having a hyperlinked version of your employee journey map that allows navigation between different journey maps for different job families and also allows you to drill down, as needed, into more graphs and data details if you have a lot of data.

	Capture problems and opportunities and assign an owner. The employee journey map is a pointless exercise if you don’t identify problems and opportunities and assign someone to take ownership over investigating and correcting them.





Using the Feedback You Get to Increase Employee Lifetime Value

In Chapter 6, I spend some time discussing the purpose and calculation of employee lifetime value (ELV). As a refresher, ELV is the estimated value that an individual employee will generate for your business over his lifetime.

You are mapping the employee journey to improve the employee experience, not just to make people happy for its own sake, but also in order to increase ELV.

ELV can be increased in one of these three ways: 


	Extend the tenure of an employee (individually or on average by segment) by addressing employee goals and needs. In the Triple-A framework this is addressed by focusing on the attrition problem.

	Increase the value that an employee (individual or on average by segment) produces by increasing performance or increasing the nature of key talent’s job contributions over time. In the Triple-A framework, this is addressed by focusing on the activation problem.

	Retain higher-value producing employees while replacing lower-value-producing employees with higher-value producing employees over time. In the Triple-A framework, this is addressed by focusing on the attrition problem.



All these objectives can be enhanced by learning from the employee journey and then applying focused effort where it will have the most impact. Given that different segments of employees will have different experiences as well as different employee lifetime value (ELV) potential than others, start working on the employee journey map from the perspective of key job and key talent segments, and then work to others as time permits.








Chapter 9

Attraction: Quantifying the Talent Acquisition Phase


IN THIS CHAPTER

[image: Bullet] Improving candidate attraction with repeatable processes and data

[image: Bullet] Making good hiring decisions with talent acquisition metrics and process improvement

[image: Bullet] Gaining insight with data context and analysis



Any company that competes on a product-and-service level needs, at minimum, to attract talent, coax good work out of those people, and hold on to its most productive people. If the company cannot attract the quantity and quality of talent it needs, it’s reflected in diminished productivity relative to competitors.

Attraction represents the force of the organization to draw in or attract talent for its purposes, whatever that purpose may be. Attraction's principal importance to company performance is straightforward: In order to grow, a company must acquire new people to perform work for the company. The company’s current and future success is determined by the company’s ability to acquire a sufficient quantity and quality of talent to design, produce, and sell more products. If the company cannot attract the people it needs in order to operate, none of your other management strategies or systems matter.



Introducing Talent Acquisition

When a company is just starting out, the work of talent acquisition often is performed by a key founder or ends up being shared by everyone on the team. As a company grows, the demands of talent acquisition become more complex. Eventually, the company must hire people to take responsibility for the work of acquiring more people. Historically, this highly specialized role within an organization has been called either Staffing or Recruiting — increasingly, it's being called Talent Acquisition.

Whatever you call it, it isn’t unusual for a growing company to have dozens (if not hundreds) of people doing this work. I have worked in some companies — Merck and Google are two prominent examples — that have over 300 recruiters. Talent acquisition is like a business within a business. And, with its high volume of activity, the inputs, activity, and outputs can seem difficult to see, manage, and control.

The operative word here is seem. The fact of the matter is that talent acquisition, like sales or supply chain management, is a production-oriented function for which there are straightforward ways to measure success — there are, in other words, clear inputs (applicants) and clear outputs (hires) and start and end time stamps. In this respect, you’re dealing with a classic throughput funnel (see Figure 9-1), where a large initial pool is whittled down to a relatively small final result.

[image: Illustration depicting how talent acquisition professionals find candidates and then work those candidates through stages until a hire is made.] FIGURE 9-1: Talent acquisition professionals find candidates and then work those candidates through stages until a hire is made.




As Figure 9-1 illustrates, first you have a lot of activity and eventually a hire is made — and it's this activity that needs to be managed correctly. Talent acquisition measurement isn’t limited to the number of hires that come out the other side of a funnel. You can use a variety of metrics and analysis to wrangle better control over what is going on in that funnel. Important measurement categories include volume, efficiency, speed, cost, quality, and the experience of candidates and hiring managers.

[image: Remember] Measurement helps you see what is working well, what isn’t (and why), and how to make it work better. In some cases, you'll have to use measurements to justify making the best decision possible under the circumstances.


Making the case for talent acquisition analytics

The design and day-to-day running of a company involves a lot of decisions —  not just decisions made by the CEO but also those countless decisions made every day throughout the command structure of an organization. The aggregate quality of these decisions determines success or failure. Talent acquisition is a job function that facilitates decisions that have great consequences for companies.

Making the right decisions means asking the right questions. For example: How do you attract to your company the best candidates in each field or discipline? How do you determine what “best” even looks like? Where do you find these stars? How do you get them to agree to leave where they are and come to you? How much should you offer? Should you pay for quality and let the pros do their thing, or should you hire upstarts for less and bring them into a system that makes them high quality over time? When you need to defend your hiring decisions, how can you convince others that you made the best choices?

Answering these questions correctly determines whether your company consists of the best band of people out there who are committed to excellence or is a mismatched collection of mediocrities just trying to muddle through the best way they can. Measurement and analysis are designed to help you systematically improve your chances of getting the right answers and thus improving your decision-making process. And what is it that can actually be measured and analyzed when it comes to talent acquisition? I thought you'd never ask.



Seeing what can be measured

Analytics can be applied to an array of decisions from within the talent acquisition function. The following examples show the types of decisions that can be made better with data: 


	Priorities: Which jobs and candidates should you focus resources on, in what order should you focus on them, and how much of your resources should be directed to each one?

	Goals: Should you optimize the talent acquisition process for speed of hire, cost of hire, quality of hire, candidate experience, or a balance?

	Candidate characteristics: Which candidate characteristics should you favor in the talent acquisition process (generally and per job) in order to produce higher-quality hires, stimulate a more efficient process, support company culture, or help a hiring manager solve a specific problem on a team?

	Screening and selection instruments: Which screening and selection instruments (methods of thinning applicant pools and rating candidates) should you apply?

These are some examples of frequently used selection instruments: 


	Unstructured interviews: In an unstructured interview, the format and the questions asked are left to the direction of the interviewers.

	Structured interviews: A structured interview uses a predetermined list of questions that are asked of every person who applies for a particular job. For example, a situational interview focuses not on personal characteristics or work experience, but rather on the behaviors needed for successful job performance.

	Sample job tasks: These tasks can include performance tests, simulations, work samples, and realistic job previews that assess performance and aptitude on particular tasks.

	Personality tests and integrity tests: These assess the degree to which a person has certain traits or dispositions (dependability, cooperativeness, and safety awareness, for example) or aim to predict the likelihood that a person will engage in certain conduct (theft or absenteeism, for example).

	Cognitive tests: These assess reasoning, memory, perceptual speed and accuracy, skills in arithmetic and reading comprehension, as well as knowledge of a particular function or job.

	Criminal background checks: These provide information on arrest and conviction history.

	Credit checks: These provide information on credit and financial history.

	Physical ability tests: These measure the physical ability to perform a particular task or the strength of specific muscle groups, as well as strength and stamina in general.

	Medical inquiries and physical examinations: Such exams could include psychological tests designed to assess current mental health.




	Resources: There are substantial options for applying resources (money, time, materials) to talent acquisition strategy and tactics.

Where and when should you invest resources (and which ones) in talent acquisition channels, staff, technology, training, incentives, new selection techniques, and other supports?




[image: Remember] All these “people decisions” add up and over time impact the long-term success or failure of every company. Superior talent acquisition can lead to competitive advantages. If your company had an attrition rate of 25 percent per year and its talent acquisition efforts produce below industry average hires, it will take only two years for 50 percent or more of employees at your company to be below industry average. 25% turnover may be an extreme example, but even with a 10% turnover rate any company can go from great to below industry average in 5 to 10 years if they don’t have hiring quality figured out. Conversely, in the same scenario, if the talent acquisition function produced exceptional hires, it could quickly change the talent profile and trajectory of the company in a short time as well.




Getting Things Moving with Process Metrics

Talent acquisition, as I mention earlier in this chapter, is best thought of as a process of inputs and outputs. The job of talent acquisition is to take inputs (applicants) and produce outputs (high-quality hires). (Refer to Figure 9-1.)

Talent acquisition can be measured, managed, and improved by targeting four distinct areas: speed, cost, quality, and experience.

In this section, I walk you through the major measures of talent acquisition from a process standpoint. I start with the output of the process in mind first and work my way backward from there.


Answering the volume question

The goal of talent acquisition is to produce hires. As you might expect, you have an easy way to gauge success here — just count the number of hires made. Of course, one guy standing there next to the water cooler doesn’t fully represent all the work that occurred to hire that guy. Behind the scenes, you need to measure a lot more to have a complete appreciation for what it takes to hire another guy like this one. (Here's a quick peek at the important numbers here: number of initial candidates, number of phone screens, number of onsite interviews, and number of offers.)

[image: Remember] Most executives don’t care how many phone screens you make as long as the company gets the number of hires they expected. Yet counting these activities is essential for the purpose of analysis; just remember that the goal of talent acquisition is to produce more hires, not to perform more activity. The volume of activity at each phase of the talent acquisition funnel is data you need, though it may not be the data you show to executives. Talent acquisition funnel data is more useful behind the scenes for purposes of evaluating activity and isolating where the company can be more efficient.

To evaluate how successful you are at talent acquisition, you should understand that companies have different head count growth needs and targets and that your own company’s growth needs and targets will change over time. Successfully hiring 100 people sounds good, but if you needed to hire 200 people to achieve the company’s objective, 100 isn’t so good. Conversely, if you needed only 100 and you hired 200, that would also be bad.

The way to address this problem is to compare volume to a need or plan. Did your talent acquisition team produce enough hires to meet the company’s head count objectives? This cannot be measured by simply measuring the number of hires made — it requires understanding hires in the context of head count and head count plans.

In this section, I spell out some of the basic metrics necessary to measure talent acquisition output as it relates to head count and head count plans by segment.


Head count measures

Let's get some basic terminology out of the way. First and foremost, you have three ways to express what I've been calling head count: 


	Use the head count value at the beginning of a period.

	Use the head count value at the end of a period.

	Take an average of the beginning and ending head count values.



[image: Remember] Situationally, you need all three numbers for different reasons and different calculations, some of which I describe later in this chapter.

In the HR data world, you can find a variety of rather strange terms, such as the ones defined in this list: 


	Active: An active person has a record in the database and is working with the company in some way in the time period of the report focus.

	Terminated: A terminated person has a record in the database and is no longer working with the company after the date provided. (You should be excited to hear that Terminated doesn’t mean the company hired an android that looks like Arnold Schwarzenegger to go back in time to destroy that person. Though the person’s future self may or may not be in actual trouble, the historic self should be just fine.)

	Employee: An employee is someone who works for the company with a specific wage or salary and has an employment contract (written or implied) with the company; the company controls what will be done and how it will be done.

If you had to evaluate all these criteria each time you attempted to count the number of people employed by the company, the exercise would become tedious and riddled with error. Fortunately, all mature companies have a database, known as a human resources information system (HRIS), in which each person who is an employee is recorded as an employee with other personal details as well as any employment-related transactions that occurred. For this reason, HRIS is often referred to as the system of record: By definition, a person is not an employee if the system of employee record doesn’t have a record of her as an employee. This definition sounds redundant but is in fact accurate.

[image: Remember] When it comes to identifying who is an employee for people analytics, the HRIS is the primary source of truth — the judge and jury. It is the system of record.


	Non-employee: A non-employee is a person working for your company who isn’t an employee — that is, the relationship between the two parties is between two businesses, one of which is providing a service to the other. The non-employee may be self-employed or may be the employee of another company that has the contract with your company. I tend to call these folks contractors, though your HRIS may have many worker classification types. Contingent worker and board member are two examples of non-employees. Though the distinction may seem petty, the detailed distinction is truly important because of the legal and tax implications (which are not petty). To further complicate the matter, a single individual can move between different worker types over time. Fortunately, the HRIS records these changes by design.



To keep things simple, I discuss just two types of workers here, employees and non-employees, because I’m primarily interested in who is an employee on a given day or range of days. Because many terms can be used to designate a non-employee, you should establish a filter to include only employees on a given date, which excludes anyone with any other classification on this date.

[image: Remember] Extracting information from a specific database to determine the answer to a question can be complex, and hinge on a number of important details, even if the question is as basic as “How many employees did we have on this day?” I'm not in a position to give a detailed step list for carrying out a database query on your database, not knowing what you have done with it, so I keep my descriptions general (yet still helpful, I hope). For the purpose of this discussion, assume that everything you do with head count is filtering for employees and excluding non-employees. Therefore, what you find here is a blueprint you can abstract from for the purpose of general design principle, not as a legal document.



End-of-Period Headcount (Headcount.EOP)

Let’s look at how you arrive at end-of-period head count (Headcount.EOP). If you define Headcount.EOP as a count of active employees in a particular segment on the last date of a particular period, you can write this shorthand expression this way: 


{Headcount.EOP} = Count of [Active].[Employee].[Segment].[Period].[Last Date of Period].[plus any other necessary qualifier].



For simplicity's sake, I refer to it as 


{Headcount.EOP} = Count of [Segment].[Period].[Last Date of Period]



You should take [Segment] to include any qualifiers you add to get to the segment of the overall population you want to count, even if those qualifiers are numerous. I put [Segment] in the formula to represent where that logic will occur so that you can move forward without endless distracting detail.

I calculate this shorthand expression using source data, extracted from the HRIS. (Table 9-1 provides a tongue-in-cheek version of such source data, using a company that seemingly hires only former presidents of the United States.) I use curly brackets {} to denote that the result is a record set or a list of values. The use of square brackets [] refers to a filter or dimension of the data. The underlying data and values within the filters determine the form of the output. After computing the Headcount.EOP expression, you could end up with no result, a single value, or multiple values.


TABLE 9-1 Headcount.EOP Detailed Active Employee List: Report Dates: 9/30/2017, 10/31/2017




	Date


	Period


	Worker ID


	Name


	Worker Type


	Status


	Region


	Other Detail







	9/30/2017


	2017-09


	10006


	George Bush


	Employee


	Active


	East


	…





	9/30/2017


	2017-09


	10007


	Ronald Reagan


	Employee


	Active


	West


	…





	9/30/2017


	2017-09


	10008


	Barack Obama


	Employee


	Active


	East


	…





	10/31/2017


	2017-10


	10006


	George Bush


	Employee


	Active


	East


	…





	10/31/2017


	2017-10


	10008


	Barack Obama


	Employee


	Active


	East


	…





	10/31/2017


	2017-10


	10009


	Bill Clinton


	Employee


	Active


	North


	…








For purposes of the example, here’s the shorthand expression of the {Headcount.EOP} definition restated to filter to a set of records that represent all employees in the East region on the last day of the month of October 2017: 


{Headcount.EOP} = Count of [Segment:Region=East].[Period=2017-10].[Last Date of Period =10/31/2017].



In this example, I have provided a distinct instruction for each filter that, when combined, will result in all records that exist that match the filter criteria.

[image: Tip] To identify head count on a specific date, you have to account for the changing status and the associated dates. Without adding extensive complexity, one way of doing this is to extract separate reports for each date you want to look at. You can extract reports for every day, for just the end of each week, or for the end of each month, for example. Other segmentation details regarding each individual can be added in columns to the right of Region, such as Division, Manager, Pay, Job Function Category, Job, or Survey Responses.

Now let me walk you through the shorthand expression: 


{Headcount.EOP} = Count of [Segment:Region=’East’].[Period=2017-10].[Last Date=10/31/2017]



It turns out that, given the source data as specified in Table 9-1, only George Bush and Barack Obama meet the filter criteria. The result of the shorthand expression is a value of 2: 


Count of [Segment:Region=’East’].[Period=2017-10].[Last Date=10/31/2017] is 2



Because the result could be multiple outputs, if you were to formulate the segment categories and segment value filters differently, you typically show the output in a format that works no matter what the definition is. Described in table form, it would look like Table 9-2.


TABLE 9-2 Headcount.EOP: Output Table (with Filter for East)




	Metric


	Segment Dimension


	Segment Value


	Period


	Date


	Headcount Value







	Headcount.EOP


	Region


	East


	2017-10


	10/31/2017


	2










Start-of-Period Headcount (Headcount.SOP)

Whatever you do for End-of-Period Headcount, you can also do for Start-of- Period Headcount. Because the periods in the example are months, you would run reports and extract a list of employees as of the first day of the month rather than the last day of each month. However, feel free to base the period of analysis on quarters, which means that Start-of-Period is the first day of each quarter. (If you want to live dangerously, you can use years as the period of analysis; then Start-of-Period would be the first day of the year.)

The shorthand expression for Start-of-Period Headcount (Headcount.SOP) will look like this: 


{Headcount.SOP} = Count of [Segment:Region].[Period].[First Date in Period]





Average-Headcount

I have shown you how to calculate head count at the start of a period and at the end of a period. Sometimes, however, you might need the average head count. In fact, Average Headcount is used in the denominator of many of the HR metrics that you’ll actually care about. (Two examples that come to mind that use average head count are exit rate and hire rate.)

There's more than one way to calculate average head count — ways that have varying degrees of precision and varying degrees of practicality. A basic method is to add together the Start-of-Period head count and the End-of-Period head count and divide the sum by 2. A more precise method is to calculate head count by segment for every day and then take the average of all days in the period. Constructing a daily average increases the amount of computing that’s necessary and so is less practical. For a compromise, calculate head count by equal intervals in the period. For example, if you’re calculating average head count for a year, you might calculate head count by segment at the end of each week, the end of each month, or the end of each quarter over one year and average this by segment.



Average-Headcount-Basic

Here’s the shorthand expression representing the way you calculate the average number of employees in each segment employed during the selected period, calculated with beginning and end divided by 2: 


Average-Headcount-Basic: [Segment].[Period].Headcount.SOP + [Segment].[Period].Headcount.EOP ÷ 2





Average-Headcount-Daily

Here’s the shorthand expression representing the way you calculate the average number of people employed in each segment during the selected period using daily values: 


Average-Headcount-Daily: [Segment].Headcount.Day1 + [Segment].Headcount.Day2 + [Segment].Headcount.Day3 + [Segment].Headcount.Day4 + [Segment].Headcount.DayX … (until last day of period or sample) ÷ Number of days in period.



Whichever way you go, you end up with an employee list for each day in the period you want to use, which you then combine into a single combined data extract.

You will add a variable to the extract for counting — labeled, appropriately enough, the counting variable. When conditions are met for what you want to count, the counting variable contains a value of 1; when conditions are not met, the field contains a value of 0. In the example. if the individual is an active employee on the date specified, a 1 is applied in the counting variable; if the individual is not active and/or is not an employee on that date, the variable contains a 0. This allows you to apply a simple repeatable methodology of summing the counting variable across all dates in the dataset and simply dividing by the number of distinct dates found.

[image: Technical stuff] In statistics, a one/zero counting variable is called a dummy variable.

If you examine the calculation to produce average head count using the start-of- period head count and the end-of-period head count, you're creating an average by summing the segment head count using records from the first day of the month and records from the last day of the month. Because two distinct dates are found for each monthly period, producing two records per individual, you’re summing the head count for each segment in each period and dividing by 2. If you had a record for each day of the month, you would be dividing by 28, 30, or 31, depending on the number of distinct days in each monthly period. Because you have only beginning and end days in the example, you’re dividing by 2.



Hires

A hire is, by definition, someone who was not an employee that became an employee. To calculate the number of hires, you extract a list of all active and terminated employees and count the employees within a given segment with a start date squarely within the period you're interested in.

The shorthand hire expression looks like this: 


Hires: Count [Segment].[Period].Hires





Hire-Rate

The hire rate is the number of hires during a period, expressed as a percentage of average head count in that period. To calculate the hire rate, you divide the number of hires within a given segment within a given period by the average head count of the same segment for the same period: 


Hire-Rate: Count [Segment].[Period].Hires ÷ [Segment].[Period].Average-Headcount



Figure 9-2 illustrates a hire rate example.

[image: Illustration for calculating hire rate as a percentage of average headcount during the reporting period.] FIGURE 9-2: Calculating hire rate.






Headcount-Growth

Headcount growth is the increase in the number of employees from the start of the period to the end of the period. To calculate head count growth, you subtract start-of-period head count for a given segment in a given period from the end-of-period head count for the same segment in the same period: 


Headcount-Growth: [Segment].[Period].Headcount.EOP – [Segment].[Period].Headcount.SOP





Headcount-Growth-Rate

Headcount growth-rate is the increase in the number of employees from the start of the period to the end of the period as a percentage of head count at the start of the period. To calculate Headcount-Growth-Rate, you divide the head count growth within a given segment within a given period by the start-of-period head count of the same segment for the same period: 


Headcount-Growth-Rate: [Segment].[Period].Headcount-Growth ÷ [Segment].[Period].Headcount.SOP



Figure 9-3 shows a (rather unimpressive) growth rate calculation.

[image: Illustration for calculating growth rate as a percentage of headcount at the start of a period which is the same as the end of period headcount.] FIGURE 9-3: Calculating growth rate.






Headcount-Plan-Achievement-Percent

Most company leaders have plans for how many people they want to have as a whole and in different segments by a future date — I call this a head count plan. Headcount-Plan-Achievement-Percent is a particular segment's head count on a particular date expressed as a percentage of that segment's head count plan on the same date: 


Headcount-Plan-Achievement-Percent: [Segment].[Period].Headcount-EOP ÷ [Segment].[Period].Headcount-EOP-Plan



Figure 9-4 graphically illustrates actual achievement versus the head count plan.

[image: Graphical illustration of the actual headcount plan achievement % versus the percentage of segment headcount plan.] FIGURE 9-4: Somebody needs to step up their game.




[image: Remember] If time, money, quality of hires, and the experience of people were no object, you could stop all this math homework at number of hires. Unfortunately, speed, cost, and quality all matter, so you need to measure more things than just volume of activity.




Answering the efficiency question

You don’t go from a single call with a candidate to making an offer in one step. You talk to lots of people, and you use many steps to refine the list of people you’re talking to until you arrive at the end with the hire.

The movement from one important step to the next can be measured by talent acquisition funnel metrics. The rest of this section looks at the metrics you can use.


Requisitions

A requisition is a request for applicants to fill an open job. To calculate the measure I call requisitions, you count the number of requisitions in a selected segment in a selected period: 


Requisitions: Count [Segment].[Period].Requisitions



[image: Technical stuff] Requisition is the technical term for an open job request — these terms are used interchangeably. What name you use depends on either what you prefer or what people in your company have used in the past. If nobody at your company has heard of the word requisition before you, might prefer to tell other people you are counting the number of open job requests, rather than tell them you are counting the number of requisitions.



Candidates

Candidates are people who are considered for open jobs. Here’s the shorthand expression: 


Candidates: Count [Segment].[Period].Candidates





Applications

An application is a formal request by a candidate to be considered for an open job (a job requisition). To calculate applications, you count the number of applications in a selected segment in a selected period: 


Applications: Count [Segment].[Period].Applications



[image: Technical stuff] While the words “applicant” and “candidate” may often be used as synonyms there is an actual technical distinction reflected in the databases that are used to track talent acquisition activity. Anyone who has been considered for any job has a candidate record. If you are using a unique identifier, all candidates should have just one record in the talent acquisition database regardless of how many different jobs they have applied for at your company. This is to be contrasted with the word applicant. A candidate may have applied to multiple job openings, and so a candidate may have multiple application incidents, each of which would have a unique identifier, known as the applicant ID.



Interviews

An interview takes place when the people who will participate in the hiring decision formally assess a candidate for decision either by phone or in person: 


Interviews: Count [Segment].[Period] Interviews



 



Offers

An offer takes place when a candidate has been selected and a formal invitation has been given to the candidate to join the company: 


Offers: Count [Segment].[Period].Offers





Offer-Accepts

Offer-Accepts is the number of candidates with offers who have accepted those offers: 


Offer-Accepts: Count [Segment].[Period].Offer-Accepts





Funnel-Stage-Pass-Percent [Pass%]

Here’s the percentage of applicants that pass from one stage to the next stage, by segment, by period: 


Pass-Percent: [Segment].[Period].[Stage X+1 Applicants] ÷ [Segment].[Period].[Stage X Applicants] ×100





Funnel-Stage-Fail-Percent [Fail%]

Here’s the percentage of applicants that do not pass from one stage to the next stage by stage, by segment, and so on: 


Fail-Percent: [Segment].[Period].[Stage X+1 Applicants] ÷ [Segment].[Period].[Stage X Applicants] × 100





Funnel-Yield-Percent [Yield%]

Here’s the percentage of applicants who make it all the way to offer-accept, by segment and so on: 


Yield-Percent: [Segment].[Period].Offer-Accepts ÷ [Segment].[Period].Applicants × 100



Figure 9-5 shows what a yield-percent calculation would look like.

[image: Chart depicting a yield-percent calculation of the percentage of applicants who do not pass from one stage to the next stage by stage, by segment, and so on.] FIGURE 9-5: Getting to 8.




[image: Remember] Talent acquisition funnel metrics contain important insights about how successful you are at effectively thinning the pool of applicants as you work through the selection process. The less you thin at one stage, the more thinning you have to do at the next stage. However, if you thin too much at the top of the funnel, the applicant pool may get too small to produce someone to pass to the next stage to produce a hire.

Figure 9-6 shows two funnels: B takes twice as much effort to produce the same number of hires as A, so in this comparison, A is far better than B based on volume.

[image: Illustration of two funnels A and B, where funnel B takes two times the effort to produce the same number of hires, concluding that A is far better than B based on volume.] FIGURE 9-6: A tale of two funnels.




In scenario A, you get 6 hires from 100 applications, 50 phone screens, and 25 interviews. In Scenario B, you also get 6 hires, but you had to screen 50 more applicants by phone and have an interview round with 25 more people. If each interview is 1 hour long and each applicant in the interview round must have interviews with five people, you have spent 125 additional hours (25 x 5 x 1 hour) interviewing. If the average pay of the interviewers is $50 per hour, the inefficiency of scenario B cost the company at least $6,250 more. Also, time was lost unnecessarily.

Producing more candidates gives you more options to choose from, but having more isn’t a good thing if it just requires you to do more work to produce the same number of hires. If, however, having more candidates can produce more hires and/or higher-quality hires, the increased volume can be justified.

If you suspect that you’re in Scenario B or if you can see that your funnel is taking more work or taking longer than it had before to get a hire out the funnel, consider increasing the number or difficulty level of criteria applied to screen candidates at the phone screen stage. By increasing the selection standard earlier, you let fewer candidates through; because those candidates are of higher quality, more of them will become hires, which increases the hire yield on the work conducted at each stage.

When you calculate these funnel metrics, you can 


	Compare a funnel for the whole company over time to see whether you’re improving or getting worse.

	Compare the funnels from different divisions, locations, recruiters, or other creative ways of segmenting your data to derive perspective or answer a question.

	Derive how much activity needs to occur in order to produce a set number of hires in a set time frame and/or forecast how many hires the current funnel will produce over the next quarter based on what you have achieved in the past.



[image: Remember] Understanding what’s going on in the talent acquisition funnel can help you work toward correctly balancing the volume, time, cost, and quality that you want to achieve in talent acquisition as a company. Results vary.

In addition to measuring the shape and overall yield of the funnel, you can use the funnel metrics to measure how many recruiters, how many applicants, and how much action are required in order to produce a hire in a given time frame. (See Figure 9-7.)

[image: Illustration depicting the talent acquisition efficiency of how much action is required in order to produce a hire in a given time frame.] FIGURE 9-7: Looking at talent acquisition efficiency.






Average-Hires-per-Recruiter

You can calculate the average number of hires made per recruiter in a given period using the following approach: 


Average-Hires-Per-Recruiter: [Segment].[Period].Hires ÷ [Segment].[Period].[Recruiter].[Average-Headcount]





Average-Phone-Screens-per-Hire

Here’s the shorthand formula for calculating the average number of phone screens it took to make a hire in a given period: 


Average-Phone-Screens-Per-Hire: [Segment].[Period].Phone-Screens ÷ [Segment].[Period].Hires





Average-Interviews-per-Hire

The shorthand for getting the average number of interviews it took to make a hire in a given period looks like this: 


Average-Interviews-Per-Hire: [Segment].[Period].Interviews ÷ [Segment].[Period].Hires





Interview-Offer-Percentage

To calculate the number of offers extended as a percentage of distinct candidates interviewed during the selected period, use the following: 


Interview-Offer-Percentage Formula: [Segment].[Period].Offers ÷ [Segment].[Period].Interviews



Knowing on average how many recruiters and how much activity are required in order to produce a certain number of hires is important so that you know how to scale resources up or down to meet a changing hiring plan over time. It’s also helpful to know how long it will take.




Answering the speed question

Another way of looking at the funnel is to measure the difference in time between the day each job was first opened for applications and when they were filled (time-to-fill) or measuring the difference of time between when each candidate started in the process and when they start as an employee (time-to-start).

Hiring speed is important because it 


	Helps your company develop an advantage over slower talent competitors (usually larger companies) by moving much faster than they do to get to an offer-accept

Every day that a candidate waits in the process increases the chance that she will have a conversation about an opportunity with another company that you then will have to compete with at the offer stage. If you move faster, the candidate is less likely to receive an invitation to interview with other companies before receiving your offer. The worst-case scenario is that, by the time you get around to making an offer, the candidate has two other offers to choose from. In this scenario, your overall probability of getting the candidate to accept has dropped to 33 percent. You may also enter a bidding war, which means that you’ll have to pay more money to the candidate. If you offer this candidate more than you pay your existing employees, you will have to increase their pay, too, at the next annual pay review to stay out of trouble.


	Communicates to the candidate that when you reached out, you were serious — you mean business!

Compare a crisp process to a process where the candidate has a conversation with a recruiter, ends the call, and then waits weeks to hear from anyone. Someone who doesn’t hear from you for a long time may conclude that the company isn’t interested in hiring her or may believe that she isn’t the company’s first choice. Speed is part of the experience. There’s something exhilarating about getting something you want quickly.


	Adds value to the company

The less time it takes for you to fill a position, the less time jobs remain vacant. Vacant positions reduce productivity and put strain on co-workers, increasing their likelihood to leave as well. Finally, if you can move faster to fill positions, you will be able to do more things in a given quarter or year, regardless of whether you use that time to produce more hires or do something else with it.




As I mention earlier, you can use two major metrics to measure time in recruiting: time-to-fill and time-to-start. Though I haven’t called attention to it as a metric, the average time between each stage can also be measured. Examples of stages are Application, Pre-Screen, Onsite Interview, and Offer. Understanding the time between each stage can help you diagnose where you’re losing time to reduce the overall time.


Time-to-fill

The average time it takes to find and hire a new candidate, measured by the number of days between publishing a job opening and the candidate’s acceptance of a job offer, is the time-to-fill, or the time it takes to fill a job for the company. If you were to open a job today, how long is it likely to take to fill that job? How does this vary by job function or level? You should be able to answer these questions. If you can’t, measure time-to-fill: 


Time-to-fill: Sum of [Segment].[Period].Days between job post date and offer accept÷ [Segment].[Period].Offer-Accepts



Figure 9-8 illustrates a time-to-fill calculation.

[image: Illustration of a time-to-fill calculation depicting the average time taken to fill jobs from the months of January to June.] FIGURE 9-8: Calculating time-to-fill.






Time-to-start

Time-to-start measures the average number of days between the moment a candidate joins the process and the moment the candidate starts the job. In other words, it measures the time it takes for a candidate to move through the hiring process after they’ve applied.

To calculate the average number of calendar days from the date a job requisition is approved to the date a new hire begins work, follow this shorthand formula: 


Time-to-start: Sum of [Segment].[Period].Days between job post date and employee start date ÷ [Segment].[Period].Hires



Figure 9-9 illustrates a time-to-start calculation.

[image: Illustration of a time-to-start calculation depicting the average number of days elapsed between application start date and employee start date.] FIGURE 9-9: Calculating time-to-start.






Time-to-start: Candidate view

This formula calculates the average number of days elapsed between application start date and employee start date. 


Time-to-start (candidate view): Sum of [Segment].[Period].Days between application start date and employee start date ÷ [Segment].[Period].Hires




MAKING SENSE OF METRICS

 
By themselves, metrics do not convey insight. The only way to interpret whether 50 hires is good or bad is in context. Depending on the goal, 50 means very different things. Were you planning on hiring 10 people, 50 people, or 100 people?

Here are several ways you can turn neutral data into insight: 


	Compare segments to each other: Seeing how different segments compare to each other can help you determine what is normal and abnormal, what is good and bad performance, and what changes make a difference.

Suppose that you’re measuring time-to-hire and one division consistently has a time-to-hire of 30 days while other divisions have a time-to-hire of 55. You may not know the reason for the discrepancy, but at least you know that 30 days isn’t outside the realm of possibility. With this information, you can set the bar higher for other segments until you can get them to 30 days as well.


	Correlate the metric to another measure that matters to you: For example, if you’re in a retail business, you might run a statistical analysis of store performance to correlate Quality-of-Hire with Customer-Satisfaction. If what you really care about is customer satisfaction, correlating time-to-start may help you determine whether time-to-start is in fact a good thing, a bad thing, or a neutral thing as it relates to customer satisfaction.

	Trend the metric over time: See how the metric is changing over time to provide perspective on what is normal and what is abnormal. If you see that you have never really had any major problems and this metric is hovering around the same place as before, you probably have nothing to worry about now, either. If the metric is increasing or decreasing, you can evaluate whether that’s a good thing or bad thing for you in the context of what you’re trying to achieve. If you have no clear insight about it, just ignore the metric — don’t try to use a metric you don’t understand just for the sake of using one.

	Compare with other companies using HR Metric benchmarking sources: You can turn to a number of credible paid sources when you want to make use of HR Metric benchmark data. Here are some better-known options: 


	PWC: www.pwc.com/us/en/services/hr-management/people-analytics/benchmarking.html

	SHRM: www.shrm.org/resourcesandtools/business-solutions/pages/benchmarking-service.aspx

	CEB: www.cebglobal.com/professional-services-technology-provider/benchmark-data-diagnostics.html

	The Hackett Group: www.thehackettgroup.com/hr-metrics



Benchmarking can provide you with a perspective about where your numbers are relative to other companies, but it doesn’t tell you where your metrics should be.

The companies you’re comparing to may be different in ways that cause their numbers to be different. Here are some ways that comparison companies can be different: 


	They may be a different size.

	They may have a different growth rate.

	They may have a different employee job distribution.

	They may have a different employee tenure and age distribution.



Because all these options can affect metrics, these other companies may not be an apples-to-apples comparison for you and so what anyone else is achieving may not actually represent an appropriate goal for you.










Answering the cost question

Counting how much money you spend is always a useful exercise in self-reflection that can lead to productive restraint. Cost is a particularly important measure in business.

It’s useful to understand your overall hiring costs to monitor whether you’re getting increasing productivity from the spend or whether your costs are increasing with each hire. It’s also useful to make sure you’re getting an adequate return on your investment.

The first and most traditional measure of recruiting cost is cost-per-hire, as I explain next.


Cost-per-hire

Cost-per-hire measures the economic cost of the effort taken to fill an open job. Given that filling an open job is in no way, shape, or form a uniform task, you can imagine that a multitude of factors come into play when determining the real costs of each new hire. Generally speaking, you can divide them into these two types of costs: 


	Internal

Additional management costs (the time necessary for additional management involvement in recruitment marketing events, interview, and selection meetings)

Employee referral incentive

Nonstaff costs (office costs, for example)

Other, internal staff cost overhead for government compliance

Talent acquisition staff costs (salaries, benefits, and training, for example)

Relocation and immigration fees

Sourcing staff costs


	External

Advertising and marketing

Background check, eligibility to work, drug tests, and health screens

Campus talent acquisition activities

Career site development and maintenance (costs related to building and maintaining the site and keeping it populated with fresh, relevant content)

Consulting services (including EEO consulting)

Contingent fees

Immigration expenses

Job fairs and talent acquisition events

Recruitment process outsourcing (RPO) fees (for prescreening and assessing candidates)

Relocation

Sign-on bonus

Social media (the time involved in planning and creating social content and engagement with prospects along with the cost of any sponsored content)

Technology costs such as LinkedIn Recruiter licenses, applicant tracking systems (ATSs), background-check software subscriptions, onboarding applications, and any other technology costs to support talent acquisition such as some of the new sourcing tools, like Entello

Third-party hiring agency fees

Travel costs




Most of these costs are accumulated and recorded by Accounting in the aggregate, not specific to each hire. To calculate cost-per-hire, you add up all of these costs and divide by the number of hires. The level of aggregation of financial data restricts the range of options you have for segmenting cost-per-hire data, which in turn restricts the level of insight you can produce — for this reason, financial measures are not a very precise tool. Cost-per-hire is sort of like putting your finger out to feel the direction of the wind — you get a sense of the force and direction of the wind, but it is not very precise.

[image: Tip] For all the painful details on calculating cost-per-hire, check out the Society for Human Resource Management's cost-per-hire standard at 


www.shrm.org/ResourcesAndTools/business-solutions/Documents/shrm_ansi_cph_standard.pdf

[image: Remember] Cost-per-hire doesn’t account for the value produced from making investments to increase hiring volume or quality; it only focuses on the expense.



Hiring ROI

As I mention earlier in this chapter, cost-per-hire is the most traditional and frequently encountered measure for looking at talent acquisition spending. Cost-per-hire is nice to know and trend; however, the problem is that it doesn’t take into consideration the difficulty of filling different types of jobs or the value produced by those jobs. When these perspectives are lacking, it would be impossible to interpret increasing or decreasing cost-per-hire. It may be that costs are increasing, but that more difficult and higher-value-producing hires are being made.

A new measure that puts the cost of hiring into the context of value is hiring ROI. Hiring ROI requires that you first estimate the total Employee Lifetime Value (ELV) of the hires the costs are associated to.

When you calculate cost-per-hire, you divide all talent acquisition costs in a period by the number of hires made in that period. When you calculate hiring ROI, you divide the ELV of all hires in a period by all talent acquisition costs in the period. When using the hiring-ROI metric, you’re measuring the dollar output of each dollar input into the recruiting process. When using the cost-per-hire metric, you’re measuring the number of hires produced for every dollar input into the recruiting process. They’re both measures of efficiency, but hiring ROI has some advantages.

Hiring ROI is a new concept that allows you to evaluate your spend for talent acquisition relative to the value the hires are producing for the company. This is important because the difficulties involved in producing the output the company needs will vary over time and will vary between companies. If you’re evaluating performance based on cost-per-hire and not considering the generated value, you may find your resources unnecessarily constrained when you are chasing after unusually valuable talent, which reduces your ability to effectively produce high-quality candidates in a provided time frame. In the past, evaluated costs were based on the number of hires produced; however, the difficulty of sourcing, selecting, and hiring isn’t equal by job or the quality of candidates, so reporting costs by number of hires is misleading and fraught with peril. For example, it costs much more money to source and hire an executive-level job than a lower-level job, and it can cost more to source and hire for a technical job than for a general job, like cashier. It’s much better to align resources with value and focus on where you want to spend your time and money to produce higher quality.




Answering the quality question

When you hire people for your company, you like to believe that they will prove to be the best hires you’ve ever made, but in reality, you won’t be right as often as you might think.

To find out whether you got it right, you have to follow your choices through to the future to see what happens. True, you can’t see the future, but if you go back in time you can see how well the company has done in the past. If you do this, you will find some successes and many failures. Each situation by itself seems entirely unique, but if you put them together in aggregate form, you can see overall rates of success and failure that can be used to measure the quality of hires produced by the selection decision process.

If measuring hiring quality is important to you, here are some of the foundational principles you need to use when measuring hiring quality: 


	Measure the percentage of success and failure of the decision process over a large number of selection decisions over a long period. Do not be satisfied with short-range assessments.

	Implement a method of measuring success and failure that is separate from the methods used in making the selection decision itself.

	Come up with clear definitions of success and failure as they relate to on-the-job performance.

	Develop a rubric to classify strong success (above-average performance), moderate success (average performance), and failure (below-average performance) for each job family and level. A rubric is important to increase objectivity and to detach the quality evaluation from a typical process of performance evaluation that is subjective and may use a scale that, unfortunately, isn’t useful when measuring hiring quality.



[image: Remember] A rubric is a scoring guide. Scoring rubrics are used to delineate consistent criteria for measuring performance. A scoring rubric allows managers, employees, and recruiters to communicate and evaluate performance criteria, which otherwise can be elusive, complex, and subjective. A scoring rubric isn’t intended for only one task — it can provide a basis for self-evaluation, manager review, peer review, hiring decisions, and documentation of job requirements. The goal is to produce as much of an accurate and fair assessment as possible while also fostering a common understanding. This integration of performance measurement and feedback by way of rubrics is called ongoing assessment or formative assessment.



Using critical-incident technique

The critical-incident technique is an investigative tool for capturing critical incidents — stories of past events that involve highly effective and highly ineffective job performance in a job for purposes of developing a rubric for evaluation. The goal of carefully scrutinizing critical incidents is to examine past experiences in order to identify the knowledge, skills, abilities and other characteristics that are necessary to produce successful job performance in the present or future. In particular, you should be most interested in identifying the knowledge, skills, and abilities that truly differentiate good from poor performance.

[image: Remember] Because the repetition of knowledge, skills, abilities and other characteristics is tedious I will refer to them as KSAOs or collectively as competency. Competency represents the characteristics necessary to perform some job function successfully. Competency is a catch-all phrase that doesn’t care whether the necessary characteristics are knowledge, skill, or ability or whether the characteristic is developed over time or innate.

In the current context, I am suggesting you use the critical-incident technique to develop a scoring rubric you can use to measure hiring quality through the performance evaluations of employees in their first 90 days. If you apply the rubric consistently, then you can measure changes in hiring quality over time.

The rubric can also be used to develop valid pre-hire assessment tools for screening candidates, for measuring ongoing performance on the job, and to facilitate ongoing conversations about performance. The rubric should be continuously evaluated and improved over time by correlating previous quality scores using the rubric with other job performance measures, peer feedback, and objective productivity measures.

Figure 9-10 illustrates a performance rubric for the Listening skill in the form of a behaviorally anchored rating scale.

[image: Chart illustrating a performance rubric for the Listening skill in the form of a behaviorally anchored rating scale (BARS).] Kell, H. J., Martin-Raugh, M. P., Carney, L. M., Inglese, P. A., Chen, L., & Feng, G. (2017). Exploring Methods for Developing Behaviorally Anchored Rating Scales for Evaluating Structured Interview Performance. ETS Research Report Series, 2017(1), 1-26
FIGURE 9-10: Behaviorally Anchored Rating Scale (BARS) for the Listening skill. 




Figure 9-10 is an example of a behaviorally anchored rating scale (BARS) for a skill we refer to as “Listening”. This particular BARS example provides a scale from 1 to 7. By definition, a BARS rating scale provides statements that can be used in juxtaposition to other statements to determine where someone may fall. Imagine if you were asked to rate someone on listening using a scale of 1 to 7. How would you know what a 1 is versus a 3, versus a 7? You may guess, but your guess would be different than mine. The statement provided in BARS are used to generate a greater degree of reliability in the measure. The BARS rubric for listening allows the rater to look for the statement that best describes the relative complexity level of listening (either described or directly observed). This measurement of listening will be better than one made without a behavioral anchor.

Example 9-10 is an example rubric of one factor you may be looking for in either candidates or employees. The first purpose of critical incidents technique is to identify the factors that differentiate between the best and worst performance in each job — which of course will vary. The second purpose of the critical incident’s technique is to develop the rank order list of behavioral anchors you will use to measure each factor. The total rubric will include several factors, each of which will have their own BARS.

You can use a variety of ways to capture critical incidents, including interviews, surveys, written reports, and facilitated group discussions. The people involved in developing the critical incident material should be chosen from a pool made up of people who do the work, managers of those people, and others who know the job — customers, vendors, consultants, and subordinates. The information captured when the critical-incident technique is applied isn’t intended to evaluate current performance or to assign individual credit or blame for past performance — it’s used to develop criteria for evaluating good and bad so you can identify the knowledge, skills, abilities, and other characteristics (KSAOs) used to produce exceptional performance so those KSAOs can be searched for in the talent acquisition process. Because the rubric is based on the critical incidents of good performance in contrast to critical incidents of poor performance, everyone can agree the KSAOs measured by the rubric are useful to the company.

[image: Remember] The conversations to develop the rubric should never be punitive or else you will not receive accurate information.

At a high level, the critical-incident technique captures three items: 


	The circumstances in which the job behavior occurred

	The job behavior itself

	The positive or negative consequences of behavior



These reports of critical incidents often highlight instances of poor performance and outstanding performance as well the personal characteristics (KSAOs) perceived to be related to the behaviors and outcomes. A single incident isn’t of much value, but dozens or hundreds of them can effectively help you identify the pattern of behaviors that are most likely to lead to a good result. The list will be made into a rubric that can be used to critically evaluate observed or described actions and behaviors to assign a level of quality.

Figure 9-11 is an overview of the workflow to apply critical incident technique to develop behaviorally anchored rating scales (BARS).

[image: Overview of the critical incident technique workflow to apply four critical incident techniques to develop behaviorally anchored rating scales (BARS).] FIGURE 9-11: Critical Incident Technique Workflow Overview




The four-steps depicted in Figure 9-11 is just an overview. Below is a more detailed outline of how to perform the critical-incident technique in order to identify job success factors and create an associated behavior anchored rating scale: 


	Create a group of subject matter experts.

Identify, invite, and gather subject matter experts in a group setting.


	Record critical incidents.

After making introductions and providing an ice-breaker, have the subject matter experts individually document specific positive and negative job performance incidents on a form or on index cards. Somewhere on the form or card, have the participants write the individuals' behaviors or attributes that are perceived to be the key to producing the unusually positive or negative experience. The first write-up may be rough. Have a facilitator read each scenario described on a card, and as a group, confirm understanding of the incident and the associated behaviors or KSAOs; edit and condense as needed.


	Sort similar cards into groups.

Have the subject matter experts move the index cards into groups of similar concepts. You can call these groups of statements factors — either success factors or failure factors. Have the subject matter experts refine how you’re organizing the index cards until you arrive at what you believe are the core factors related to extraordinary job performance and the best organizing framework in which to place each statement. At the end of the exercise, you should have some factor headers, and the detailed examples supporting those concepts will be on index cards pinned or taped below.


	Order the incident index cards.

Sort cards containing the examples into positive and negative categories within each group. Then further arrange the cards on a scale from 1 to 7, with the examples related to the highest level of performance at 7 and the examples of the worst performance at 1. A moderate example should be put in the middle.

[image: Tip] You can modify the scale smaller or larger, depending on how much material you have: 1 to 3, 1 to 5, 1 to 7, or 1 to 10.

You can accomplish this sorting task in different ways, either individually or together as a group. However, I suggest that you have each subject matter expert assign his own score and then average across all participants. If there is wide disagreement on the position of an index card, you can have a discussion as a group to find out what the reason was and come to a consensus on where to place this card.

[image: Tip] If you can’t come to consensus on an example, it’s best to exclude it.


	Fill in the gaps.

After all the cards have been placed under a factor and sorted on the scale you've chosen, look for the gaps and request additional incident examples that can be placed into any gaps. Having some of the puzzle pieces in place will aid recall of situations that fit above, below, or between the categories. With the whole in place, you can go back to ask now whether anything is still missing.


	Review the factor scales.

You should use subject matter experts to review the completed scales and weigh in on the scale’s relevancy and accuracy for the job you want to apply it to.


	Save the work of the meeting.

You can take pictures or have someone in the meeting type up each factor and each card and then record the relative position of the cards electronically. Eventually, you’ll have a clean electronic copy of the factor scales, with crisp examples you can use to get the opinions of others who were unable to participate in the group exercise. Reconcile feedback until you can reconcile no further. Again, if there is broad disagreement among a sample of stakeholders, it may be best to remove whatever the stakeholders can’t agree on and go with what they can.


	Finalize into a behaviorally anchored rating scale (BARS), apply, and analyze.

After you have fully vetted the scale, you have a completed assessment framework that represents a theory of how behaviors are associated to job performance. As a result of the preceding steps, you’ll have a series of factors and a 1-to-7 scale with an example for each rung on the scale to help an assessor decide what number to choose when evaluating someone for that factor.

The scores from the various factors should be combined into a final combined index. For example, if there were three factors, each rated on a 7-point scale, each person can be evaluated to receive points between 0 and 21.

[image: Remember] You can assess performance using BARS in a variety of different time frames for a variety of different purposes. For example, you can assign each candidate a score using BARS following a structured behavioral job interview. You can also use BARS to measure job performance after a hire has been made. In the context of the interview, the interviewer must evaluate the interviewee based on the interviewee’s own description of their past behaviors in situations that relate to the interviewer's question. In the context of using BARS to measure job performance after an employee is hired, the rater (managers or peers) is evaluating the employee based on their actual observations of job behavior.

The best way to measure hiring quality is to apply BARS to the observation of actual on-the-job performance following the hire. You can create a preliminary measure of hiring quality based on the application of BARS in the interview process but this will always be inferior to the measurement of observations of actual job performance. If you hold onto your pre-hire assessment and correlate it to ongoing performance assessment, then you can continuously evaluate the overall predictive power of the rubric you use in the interview process and at the same time scrutinize each component of the rubric you use.

[image: Remember] If you are measuring something in the interview process that is not correlated to job performance, you should stop measuring it. Conversely, if you are not measuring something in the interview process that is correlated to job performance, then it should be added.

The choice of where to put people on the BARS scale will always be subjective, but the critical-incident technique can at least help you develop scale anchors that provide a consistent point of reference rooted in objective experiences.

The scales you have developed through the critical-incident technique facilitate a transfer of qualitative information into a numerical measurement framework, which allows it to be combined with other data to be analyzed as a model. The scales will never be perfect, but they are better than having no anchor, and through repeated use and analysis, the scales can be improved.




[image: Remember] A talent acquisition process measures how well decisions about the talent acquisition process design and about whom to hire are made. All the techniques covered in this chapter should be judged in light of that main goal. Make the techniques work for you.









Chapter 10

Activation: Identifying the ABCs of a Productive Worker


IN THIS CHAPTER

[image: Bullet] Mapping out the patterns that lead to business results

[image: Bullet] Clarifying your thought processes with the help of models

[image: Bullet] Using models to activate more workers

[image: Bullet] Testing fuzzy ideas about people with data



If people were robots, you would simply hire them and they'd do whatever it is they were designed to do for you. The robots would be productive whenever they were turned on, so you'd know that you'd get a certain value return on every robot dollar spent. You can't assume the same about people, however. People can show up and do nothing or do the bare minimum or enthusiastically find ways to make your company run better. People can help you outsmart the competition, or they can keep their mouths shut. The analysis of activation is about whether you’re getting the most out of your people and how you can manage people better.

If you’re analyzing machines, you simply need to understand the basic parameters of those machines, and then you can have near perfect ability to understand, predict, and control the machine's behavior. Unfortunately, or fortunately, controlling the behavior of people isn’t as easy. People make their own, independent choices about their own behavior; therefore, the behavior of people is more difficult to understand and predict. That is not to say that people's behavior is completely random and cannot be analyzed or predicted. Discernible patterns can help you understand the behavior of people and make predictions; you just have to understand the ways that the behavior of people is influenced.

[image: Remember] The models that predict the behaviors of humans are fundamentally probabilistic, not deterministic. They postulate what is likely to happen, not what by necessity will happen.

If you want to understand, predict, and influence the actions of people, you need to make the less-visible influences of people’s behavior more visible with data.



Analyzing Antecedents, Behaviors, and Consequences

The goal of people analytics is to understand cause-and-effect relationships so that when you carry out an action, you can produce a better outcome for companies and the people who work for them. Just as the alphabet is the starting point for all human communication, you need a starting point for people analytics. The ABC Behavior Change framework shown in Figure 10-1 is this starting point.

[image: “Illustration of the ABC Behavior Change framework for analyzing the Antecedents, Behaviors, and Consequences of cause-and-effect relationships.”] FIGURE 10-1: The ABC Behavior Change framework.




The ABC framework has these three parts: 


	Antecedent: Those measurable factors that precede an observed behavior and/or consequence. Antecedents can refer to measurable company conditions, such as employee culture or climate, and/or it can refer to specific program or policy actions intended to stimulate some behavior or consequence.

	Behaviors: Measurements of the ways in which a person or group of people act in response to a particular antecedent situation or stimulus or absence thereof.

	Consequences: Results that directly follow from that behavior. The goal of the ABC framework is to come up with theories about behavior that you can test with data, which drives a specific measurement and analysis plan that you can act on.



[image: Remember] Each behavior has both individual and company consequences and these consequences have different impacts on individual and collective behavior. Company consequences are dispersed among many people, so company consequences have less impact on individual behavior than individual consequences. Individual consequences can reinforce or discourage individual behavior. Effective management works to bring company and individual consequences into alignment.

You can’t manage what you don’t see, and data is useful for seeing things that otherwise are difficult to see. The ABC framework is a heuristic tool used to organize theories about behavior, which is the starting place for developing scientific methods to test your theory and (eventually) improve how you manage people using data. To test theories with data, you have to codify the behavior, the circumstances that lead to the behavior, and the outcomes that are associated with the behavior in ways that are measurable. After you have all three elements of the ABC framework described as measurements, you can apply mathematics to find out whether your theories hold true. In this way, the ABC framework is a jumping-off point for a data-informed way to identify the best course of action to take in order to influence behavior to achieve the outcomes you want.


Looking at the ABC framework in action

Say that you’re in a busy grocery store checkout lane and an angry customer accuses the cashier of mispricing an item. The customer asks the cashier to check the price of the item, but the cashier insists that the price is correct. The customer presses the issue, and the cashier follows up by getting angry at the customer in return. Everyone in line is held up while the cashier phones the office for a clerk to go check the price. The price is found to be correct, though the item had been picked up in the wrong place. Now an even angrier customer leaves his groceries with the cashier and storms out of the store. The rest of the people waiting in line are exasperated at the delay.

Let’s examine this situation with the ABC framework. First, the customer, using an angry tone, asked the employee to do a price check. That was a critical antecedent, though there were many others. For example, the item was in the wrong place. (Clearly, other antecedents are not described in the preceding paragraph, but I'll come back to them.) Next, the employee reacts with recalcitrance and anger — a wrong behavior, especially in a retail environment. The ideal behavior would be to acknowledge the misunderstanding but offer the product to the customer for the lower price anyway or offer the customer some type of reward for pointing out the problem. If nothing else, a caring response may have deescalated the situation. In any case, the consequences of the wrong behavior are that the store has lost this particular sale, has potentially lost this customer for life, and has diminished the experience of other customers. It wasn’t a pleasant experience for anyone. Some would say, “That’s work” or “That’s retail.” However, not all store experiences and cashiers are the same — some handle these situations more adeptly than others. How do they do it?

This situation is anecdotal, but if I were to analyze this problem, I would want to step back and think about other, less obvious antecedents. Has the store been staffed properly? Is there a general culture and expectation that cashiers will be happy and responsive to customers? Is this an enthusiastic employee, or does this employee consider the relationship between cashiers and management to be contentious? Is there is a policy in which the cashiers can make their own decisions under a certain price limit? How frequently is that policy evoked? Have cashiers been selected for unflappable personalities? What is the range of variability and percentage of different types in the store? Is there an expectation that cashiers will behave in a certain way or be sent home? Are lots of other people modeling good behavior? Have employees been trained in how to deal with difficult customers? Do other employees exhibit the expected behaviors? Is this a fun place to go to work every day, or is this workplace total hell?

[image: Technical stuff] Total hell is a technical term referring to a place to work that is much like the total hell described in Dante Alighieri's Inferno. If you can imagine suffering where you’re subjected to burning, fiery coals, you’re on the right path to understanding total hell.

In some ways the store and the employee consequences can be aligned. Are there social or disciplinary consequences for poor behavior? Are there rewards for good behavior? Is there an aggressive career opportunity program at the store, or are cashiers treated as temporary expendable help? Is there employee profit sharing? Does the company, and do the managers, work with employees to create a compelling mission and vision for their work, thus creating a connection between the actions that individuals take and the greater impact on other lives or society? You can picture in your mind a store that has the antecedents and behaviors that would lead to a much better outcome for everyone. Maybe you have experienced one. It’s a remarkable difference, isn’t it?



Extrapolating from observed behavior

There are all kinds of antecedents, behaviors, and consequences going on all around us all the time. Antecedents drive consequences, and consequences in turn create new antecedents, like billiard balls bumping into each other. Much of what is driving behaviors is unseen because each encounter seems independent and random. This is just a flaw in perspective, however. One major goal of people analytics is to increase the breadth and depth of awareness collectively and individually.

A Johari window (see Figure 10-2) is a heuristic illustration that helps people think about how information can vary between the self and others to see the implications. The Johari window is used in corporate settings as a heuristic tool to explain why getting feedback is essential for the success of the enterprise.

[image: Illustration of a Johari window used in corporate settings as a heuristic tool to explain why getting feedback is essential for the success of an enterprise.] FIGURE 10-2: A Johari window.




The philosopher Charles Handy came up with a twist on the Johari window that he calls the Johari house. Essentially, he reconfigures the four panes of the Johari window into a house with four rooms. Room 1 is the part of yourself that you and others see. Room 2 contains aspects that others see but you are unaware of. Room 3 is the private space that you know but hide from others. Room 4 is the unconscious part of you that neither you nor others see. The idea of the Johari house is that although your understanding of yourself and the world around you will always be imperfect, there is some advantage to improving it. The factors that you measure and report in people analytics primarily offer value by providing feedback about things that are otherwise outside of your field of awareness — increasing the size of those rooms, in other words. You’re architecting a different house.

[image: Tip] Sometimes, you will already have access to regularly collected data that you can use to create collective and individual feedback. In other situations, you don’t have the measurements and you will have to develop new measurement methods. In my experience, the best-performing people analytics teams and analysts do a lot more of the latter. The best analysts produce an advantage by coming up with creative methods to measure things, not by applying the same methods everyone else is using, but with fewer mistakes. The difficult mathematical tasks are performed by software, so you’re not making a lot of mistakes in mathematics. You’re making more mistakes in what you put into the software and in interpreting what you get out of the software.

As I state at the beginning of this section, the goal of the ABC framework is to come up with specific theories you can test — theories that will drive a specific measurement and analysis plan. If you can express your theories about antecedents, behaviors, and consequences clearly, you have created a blueprint to measure your theories mathematically. To provide clarity about your theories and organize them, you will use the tool described in the following section.




Introducing Models

A model is an abstract representation of an object (thing) and its components to help people understand or simulate reality. The term model has a number of uses, so I spend some time in this section describing the different types of models that apply to people analytics.

Some models are physical objects. These are the simplest types of models to understand, so I start here for illustration. For example, an architect may create a physical model of a building. In this way, a model can be used to convey the idea of the building and test this idea before the building is constructed in the real world. Everyone can look at the model and decide whether they like it. If they don't like it, the architect can ask why not. The model removes non-essential detail and material. Material is added when the decision is made to proceed.

Conceptual models are abstractions that connect or organize ideas. These are often illustrated diagrammatically or with mathematical notation. Though more abstract than physical models, conceptual models serve the same purpose as physical models — but for items you can't hold in your hand. The model serves a useful purpose by helping you see in your mind this thing you can’t touch or feel. All of what you work with in business strategy and applied behavioral science is conceptual. Figure 10-3 shows an example of a conceptual model.

[image: Illustration of the service-profit value chain model that depicts a researchers’ point of view about the important antecedents, behaviors, and consequences of a retail company at a high level.] FIGURE 10-3: The Service-Profit Value Chain model.




The Service-Profit Chain model illustrates the researchers' point of view about the important antecedents, behaviors, and consequences of a retail company at a high level. It’s a way to communicate abstract notions of what matters in order to first elicit reactions by others and then form a plan for analysis and testing. Though this model may be useful for a retail company as a starting place, each company creates value and profit differently — sometimes by adopting the strategies of other companies and sometimes in some rather unique ways.

[image: Remember] The conceptual model illustrated by the Service-Profit Chain is not the only way people use the word model or that you will use the word model. As I mention at the beginning of this section, the term model has many forms, which can be confusing. The following sections categorically describe the most important forms of conceptual models in business.


Business models

Business models are frameworks that describe how a business creates value or, as management theorist Peter Drucker has said, business models are simply “a theory of a business.”

A business model is a conceptual model that describes and represents the elemental structure of how a business will earn profit that can be contrasted to the ways that other businesses earn profit. These conceptual models describe the elements of a business that include: problem focus, target customer focus (market), unique value proposition, channels, methods of generating revenue, total addressable market (projected target customer market estimates), projected costs, projected revenues, and any believed or real business differentiation advantages.

Often, unusually large business successes are the results of the application of a new business model that nobody else saw coming. Examples include the initial success of companies like Ford (mass production), McDonald’s (fast food), Amazon (e-commerce), and Netflix (digital streaming). Each new business model has antecedents and consequences that stem from or affect the way the company works with people — the way that companies harness people to produce profits — which you refer to as human resources. In a historical context, what companies like Ford and McDonalds decided to do with human resources was remarkable for their time. It is only over time that the methods they deployed faded into a common experience to such an extent that their innovations now seem unremarkable.

[image: Remember] The business model determines the unique characteristics of what, how, where, and why people matter. The work of people analytics is to develop a unique model of how people deliver value to customers and to keep refining that model to increase the number of happy customers before running out of time and resources. You come up with theories, you test them, and if you learn something, you improve your model.



Scientific models

A scientific model is the conceptual model that describes and represents the component structure, relationship, behavior, and other views of a scientific theory for a physical object or process. A scientific model is a simplified abstract view of a complex reality. Sometimes these are expressed as mathematical equations, and at other times they’re expressed as diagrams to make them more accessible.

The well-known e=mc2 is a mathematical expression of a scientific theory of how the universe works. It was developed from theory, refined with mathematics, and tested by experiments. It’s abstract, but it has been applied to do some concrete tasks like travel into space, create large explosions, and develop ways to harness the energy that is all around us.

The quality of a scientific field can be assessed by how well the mathematical models developed on the theoretical side agree with the mathematical results of repeatable experiments. Lack of agreement between theoretical mathematical models and experimental measurements often leads to important advances as better theories are developed based on the nuances of the findings.



Mathematical/statistical models

A mathematical model is a conceptual model that describes and represents the mathematical structure, relationships, behaviors, and other views of real-world situations, represented as equations, diagrams, graphs, scatterplots, tree diagrams, and other elements. A mathematical model is a simplified abstract view of a more complex real-world phenomenon. Mathematical models can take many forms, including dynamical systems, statistical models, differential equations, or game theoretic models.

With mathematical/statistical models, we are at the very heart of how data can be used to impact business decisions. Take, for example, a rocket manufacturer. It goes without saying that, when designing a new engine, the manufacturer starts by designing a mathematical model and conducting simulations on a computer rather than incur the costs of building physical million-dollar rockets and blowing them up just for testing purposes. If the only way you could learn was by blowing them up, things might get pretty expensive. Eventually, you have to test your rockets in the real world, but hopefully you can do this only after you worked out most of the bugs through a mathematical model. This isn’t where it ends, though. Eventually, even as you launch real rockets, you will also collect data to see whether the rocket performs as predicted and to adapt your model based on real-life data.

Similar to the rocket example, before you implement some new way of hiring employees, some new training program, some new way of paying people, or some new benefit, you should do some rudimentary mathematical testing to make sure you aren’t going to blow up your company. Companies can and do frequently go bankrupt as a result of the inadequate modeling of people-related decisions or an inability to understand how to control the motivations of the workforce, which determines success or failure in the marketplace.



Data models

A data model is the conceptual diagram or other technical language that describes and represents the component structure, relationships, behaviors, and other views of data elements in an information system that in turn represent objects or processes of the real world. It’s a simplified, abstract view of complex data relationships.

You truly bore down into the nuts-and-bolts when you get to data models. Data models assist software engineers, testers, technical writers, IT workers, analysts, business users, and other stakeholders to understand and use a common data definition of the concepts represented by data and their relationships with one another. With that common definition, you’re now in a position to facilitate 


	The design of systems

	Efficient data management in databases and data warehouses (also known as data repositories) and reporting applications

	Multiple stakeholders in analyzing data in a consistent way

	The integration of multiple information systems that contain common elements



The first phase of a data model is conceptual. The data requirements are initially recorded as a set of technology-independent conceptual specifications. For instance, a data model may specify that the data element represent a primary object, which is composed of data elements and relatable to other objects. See Figure 10-4 for an example.

[image: Illustration depicting a part of an HR data model containing data element that represents a primary object, which is composed of data elements and relatable to other objects. ] FIGURE 10-4: A tiny part of an HR data model.




In the example, an employee object consists of related data elements such as job title, location, start date, and manager. The employee data elements can be related to elements in other systems, such as customers, products, and orders, which are recorded in a sales system.

The conceptual model of what data elements you have, their nature, and how they are associated can then be translated into a logical data model, which documents structures of the data that can be implemented in databases — entities, attributes, relations, or tables, for example. The logical data model describes the semantics of the database, as represented by a particular data manipulation technology, whether they are tables and columns, object-oriented classes, XML tags, or other items. Implementation of one logical model may require multiple submodels.

The last step in data modeling is transforming the logical data model to a physical data model that organizes the data into physical assets that accommodate access, speed, and other situational needs. The physical data model describes the physical means by which data are stored in the servers, partitions, CPUs, tablespaces, and the like.



System models

Systems modeling is the use of models to conceptualize and construct business information systems in business.

In business information systems and IT development, the term systems modeling has multiple meanings. It can relate to 


	The use of a model to conceptualize and design systems

	The interdisciplinary study of the use of these systems

	The systems simulation, such as system dynamics

	Any specific systems modeling language



Check out Figure 10-5 for a rudimentary example of all the systems and databases that may be connected in an operating people analytics environment in a large company. It functions as a simplified conceptual diagram of the systems a company may already have in place (and thus need to fully understand) when embarking to establish an automated people analytics data workflow through these systems.

[image: Illustration of a sample system diagram depicting an example of all the systems and databases that may be connected in an operating people analytics environment in a large company.] FIGURE 10-5: A sample system diagram.




[image: Technical stuff] A common type of systems modeling is function modeling, with specific techniques such as the Functional Flow Block diagram. These diagrammatic models can be linked to requirements and extended in breadth or depth. As an alternative to functional modeling, another type of systems modeling is architectural modeling, which uses the systems architecture to conceptually model the structure, behavior, and other views of a system. The Business Process Modeling Notation (BPMN) is a graphical representation for specifying an entire business process in a workflow. (In that sense, BPMN can also be considered a system modeling language.)


TAKING MODELS APART AND PUTTING THEM BACK TOGETHER

 
Think holistically and work modularly with models. Models allow for independent design and operation of parts while providing enough perspective on what you’re trying to accomplish to see how all the parts fit together.

The primary benefit of keeping all five model types in mind — business, scientific, mathematical/statistical, data, and system — is that it allows these perspectives to be understood and managed independently of the other. The systems can change without (necessarily) affecting either the scientific models and the business model. Storage technology can change without (necessarily) affecting the data model or scientific models. The data table/column structure can change without (necessarily) affecting anything else — the order of tables and columns is trivial minutia.

The independent design premise doesn’t work equally in all directions. Changes to the scientific model always have implications that must be addressed at the data and system-model levels. Models create transparency to see this.







Evaluating the Benefits and Limitations of Models

A model’s primary objective is to convey the fundamental relationship and functions of the system of elements that it represents without unnecessary detail. Models can 


	Enhance understanding of the system of parts through their organization.

	Facilitate efficient communication between stakeholders using a common language.

	Document the system of objects for future reference and provide a means for collaboration.

	Study the effects of different components, make predictions about behavior, and test ideas.

	Provide an outline for analysts to perform their work while also offering a tool for practitioners to formulate ideas on how to solve problems and see the impact.



Though the use of models offers many benefits, it also has some limitations. 


	A model is not a perfect representation of reality, and so by definition will omit some things.

	A model can be obtuse to others if they aren’t yet familiar with the pieces.

	A model regarding dynamic systems (people, for example) can and will change over time. Your work is never done.

	A model may not apply well between different situations, industries, companies, and locations.



[image: Remember] The most important insight that can be gleaned from the limitations of models is that they need to be created, validated, and rebuilt for each situation.

To take just one example, imagine owning a pet retail company that has discovered the high probability that a candidate who has five or more pets at home will make a great employee. With this information in hand, you might put the question “How many pets do you have?” into your pre-hire screening process with the intent to measure whether it matters in the performance prediction model. The point here is that this same question doesn’t predict success for other companies — an electronics retail store, for example. At most, other companies relying on this information to make hiring decisions would be wrong. Furthermore, collecting such information would be a waste of everyone's time and would prevent you from collecting something else that would be much more useful.

You won't be able to derive a unique model from a common dataset. You need a way to know which data to collect. Which data you collect is determined by a theoretical model. Without this model, the amount of data you could apply approaches the entire possible universe of data — infinity, in other words — which clearly won’t work. This means you have to create different datasets for different businesses. Of course, you will use some common data ingredients at all companies (employee roster lists, exit lists, and hire lists, for example), but these won’t provide you with the answers to important questions about your business without other data as determined by scientific theory. This part of people analytics is a creative activity rather than a routine activity.

Obtaining unique insight requires defining a unique scientific model for a unique business, which requires collecting unique data. After you have the correct data, the analysis is routine and therefore easy. The problem of identifying what of all possible new data to add to the model to produce new insight cannot be solved with a system because all of data you need doesn’t reside in the existing systems yet. This understanding moves the priority of work from system and statistics to the design of scientific models and data collection instruments to fill those models. The design of the scientific model must precede all other system and data efforts, or else those efforts will fail. This understanding moves the initial priority of work from systems and data governance to the conversations and actions required to develop a thoughtful scientific model for each business, which informs you on what data you need, what the shape of that data should be, and what analysis is necessary.



Using Models Effectively

Just like an architectural blueprint does for a construction site, a model is a design blueprint for a series of activities that is intended to come together into a finished product. The blueprint allows the people working on the different parts to know what to do and where to do it while also providing a basis for communication between each other.

Imagine building a house. You cannot begin certain activities until other activities have already occurred. You can begin work on framing only if the foundation is in place. You cannot begin working on the electrical system until the framing is in place. You cannot finish the walls until the electrical system is in place and approved by inspectors. Each part has to be built, and then they all must eventually fit together, or else the house won’t work. The blueprint provides the structure, and the project plans provide the order. Models provide the same guidance in people analytics.

When you pay careful attention to how HR professionals talk about their difficulties with people analytics, you will hear a lot of if-only statements: 


	"If only we had all our data in one place, then we could do people analytics."

	"If only we had better data governance, then we would have better data and then people analytics would (finally) work."

	"If only we could hire someone who can tell a story with our data in a compelling way, then people here would use data more successfully."

	"If only executives wouldn't rush ahead to make decisions without data."



If you have undertaken this long journey to implement systems and do all this work with data and you are then confronted at the end by one or more of these if-only statements, you will stop dead in your tracks and find that you have wasted money and time. Then you will have to start over.

In a system-oriented people analytics workflow, success is achieved if you 


	Have implemented systems with relevant data.

	Have data quality governance to produce good, clean data.

	Have extracted all the relevant data and joined it.

	Have structured the dataset correctly for your analysis.

	Can fit an insight from the data to your unique business situation.

and


	Can, after all that, fit that insight to the needs of someone who can act on it.



Each if-only statement contains a contingency that can cause overall failure. The sheer number of contingencies suggests that the system of work will have a very low probability of success. This is especially true when you consider that, at your company, you’re solving a problem that nobody has ever solved and that may be unlike the problem at any other company.

Using a method of people analytics that I developed called lean people analytics, you reduce risk and waste by working in a different order — one which postpones the more expensive risks to later in the process. You only move to the next step after you have completed the last, which increases the expected value of the overall system of work.

Figure 10-6 illustrates how the order of activity in lean people analytics is the opposite of a system-oriented analytics order of activity.

[image: Illustration depicting how the order of activity in lean people analytics is the opposite of a system-oriented analytics order of activity.] FIGURE 10-6: Contrasting people analytics workflows.




As Figure 10-6 shows, in the system-oriented analytics development workflow you start with the system first and you work to the right toward deducing an insight that has relevance to a particular business. You then try to find people to listen. The assumption is that if you can make the system workflow more efficient or if you can visualize the data marginally better at the end, you will get a better result. The entire premise is flawed if you don’t have the correct data to derive a valuable insight in your systems from the beginning. You can’t add by analysis what you left out to begin with. Consequently, a system-oriented analytics development workflow is better at helping you more efficiently produce the metrics you are already producing from the data you already have, as opposed to developing new insights.

In the insight-oriented analytics development workflow, you go in a different order. Here is the order of the insight-oriented analytics development workflow I propose: 


	Define your company's business model.

	Add to this definition a scientific model that illustrates how you think people connect to your business model.

	Collect the relevant data.

	Create a statistical model.

	Build a permanent system model to systematize this information for routine ongoing use.



[image: Remember] The first crucial step is that you must learn the company’s unique business model. Only then can you work out theories of how people connect to this business model.

After you have a theory of how the antecedents and behaviors of people relate to how your company produces happy customers, you can then test your theory with data to see whether it is correct. As you learn what is useful and what isn’t useful, you can change the model. When you start out, you want to collect new measurements and conduct new analyses in a manner as nimble and inexpensive as possible. Survey tools are inexpensive and are therefore an optimum tool for this phase of development.

After you have come up with a report or an analysis that provides feedback that others have found useful, you can make it more efficient by systematizing ongoing data collection, processing, and delivery in a permanent data model represented by permanent systems. A system model begins as a conceptual model that you can use to communicate the flow of data to technical partners. Eventually, this conceptual model will be used to codify a physical data workflow and database or system structure.



Getting Started with General People Models

The idea that every company is different and every person is a snowflake may be true, but it's about as useful as saying that you can reach the North Pole from any direction you want. You need to know where you are, and you need a generalizable navigation system to put (and keep) you on the right path, or else you’re just going to go around in circles.

The general navigation system I suggest for dealing with people is called net activated value (NAV). (For more on NAV, check out Chapter 7.) If you’re looking for nirvana, I have no idea what will bring that to you, but if you’re looking for business results, value will always point you in the right direction.

The concept behind NAV is a simple one: You get business value from employees when they’re activated, and you get no value from employees when they aren’t activated. Imagine if all employees were like money machines with a light on the front and you could see which ones were functioning and which ones weren't. Then, if you wanted more money, you would go to work on the ones with the lights off. Seems obvious, doesn’t it? What isn’t obvious is seeing why the ones that aren’t working aren’t working, and if there is any consistent pattern to the failure. For this, you need to take some measurements.


Activating employee performance

Carrying forward this idea that the value creation motors of folks are either on (activated) or off (not activated), your job as technician is to figure out how to get as many of them running as possible.

What you want to understand is whether there’s a pattern. Are the machines broken at a particular location? Is it a particular model? Within the machine, what part of the machine is broken? How long does the machine run before breaking? What happened immediately before the machine stopped? To complicate this matter, there are different scenarios: Just because one machine needs oil doesn’t mean that all machines aren’t working because they need oil.

If you can see inside the machine, you can see which parts are broken and replace them. You want to do the same thing for your employees. If you were to rip open these humans and see what was broken, you would have a chance to fix it like you would a machine, but that wouldn’t be humane. Instead, one way you can measure which elements of the human equation are broken is by way of scientific inference — specifically, you infer what is broken by using survey instruments. After this is done, you apply creative solutions, and later you survey again to see whether the theory was correct. Did the behaviors or consequences you were concerned about change as a result of your creative solutions?

[image: Remember] Though you will never know everything that makes a particular human tick, fortunately, that isn’t your goal. Your goal is to understand the minimum conditions necessary for employees to consistently produce value for your business. Though many things could be beneficial to humans — free lunch and back massages, for example — you need to know what is absolutely essential for this human to produce value and get a handle on that first. You can work on lunches and massages after the essential factors that produce value are working properly.

Whatever creative solutions you come up with, they will have to come to terms with the four minimum conditions necessary for this human machine to produce value: capability, goal alignment, motivation, and support (CAMS). If each of these conditions is turned on, the value that your employees produce is either what you pay them or some multiple of this value.

Figure 10-7 shows one way of expressing capability, alignment, motivation, and support (CAMS) in a framework of antecedents, behaviors, and consequences.

[image: “Illustration depicting one way of expressing capability, alignment, motivation, and support (CAMS) in a framework of antecedents, behaviors, and consequences.”] FIGURE 10-7: One possible CAMS model.




In Figure 10-7, CAMS is in the second Antecedents column, meaning it is believed to influence behaviors and consequences that are represented in columns to the right. For example, the model is suggesting the CAMS antecedent should be correlated to measures of work quality and work intensity behavior and these should in turn correlate to the other downstream consequences such as measures of job performance and productivity.

You can infer a measure of all four CAMS variables — capability (C), alignment (A), motivation (M), and support (S) — with a short, 8-item survey using a 0–10 agreement scale. Implicit in all 8 of these survey statements is the theory that individual success requires, at minimum, four conditions: 


	Agreement on goal

	Capability to perform the goal

	Motivation to perform the goal

	Support



The absence of any of these four conditions results in something less than great performance.


Survey design

Come up with statements where you can get a disagree or agree reaction for evaluating if the four minimum necessary conditions for success are likely present or not present — statements that touch on the four model variables of capability (C), alignment (A), motivation (M), and support (S) — using a 0–10 agreement scale.

[image: Tip] Pay careful attention when dealing with a 0–10 agreement scale; 11 responses are possible on such a scale (0,1,2,3,4,5,6,7,8,9,10).

All of the statements I use are all positive, so the 0-10 scale response can be interpreted consistently such that a 0 would be the worst response and a 10 would be the best response for all items.

Survey items are described in Table 10-1 below.


TABLE 10-1 Elements of a CAMS survey




	CAMS Component


	Format of Item


	Survey Item Statement







	Alignment


	Team


	There is a clear objective around which myself and the people I work with rally.





	Alignment


	Individual


	I have a clear understanding of the difference between an average contribution and a great contribution for my role.





	Capability


	Team


	My primary work group has all the capabilities it needs right now to achieve top performance as a team.





	Capability


	Individual


	I have the capabilities I need right now to achieve top performance in my current role right now.





	Motivation


	Team


	The people I work with are willing to help even if it means doing something outside of their usual activities.





	Motivation


	Individual


	I am motivated to do more than minimum expectations.





	Support


	Team


	I have the cooperation and support from others at <company> I need to be successful.





	Support


	Individual


	I have the resources and tools I need to be successful.








[image: Tip] On the actual survey, you would just list the statements in the survey tool along with the suggested 0-10 agreement scale. I have included some categorizations of each item in the first two columns of the table below for your sake, but no one other than you need worry about the how you categorize each item.

The index calculations proposed later in this chapter assumes 8 positively worded items on a 0-10 agreement scale. If, for various reasons, you want to use a different agreement scale (going with 1 to 5 or 1 to 7, for example) or add or remove an item, feel free to do so; however, you would have to take this into consideration in the index calculation and other uses of this data described below. If you change the construction of the survey, then you will have to adjust the index and your interpretation of the index accordingly.

[image: Technical stuff] Notice that the items in each category are intentionally similar; it's just that one is asked from the perspective of the team and one is asked from the perspective of the individual. Asking about the same concept in more than one way creates a better performing index. Each survey item is framed in a particular way, which is subject to a particular bias. Asking the question in more than one way is intended to provide balance to minimize the impact of various types of bias. The overall index will be more reliable than the response to a single item or subset of items.



Calculating the CAMS index

Sum the total counts (0–10) from the individual response to the eight items. This should produce a score ranging from 0 to 80 per individual, known as the CAMS index.



Calculating the net activated

The CAMS Index can be used by itself to get a detailed look at activation levels, but sometimes you just want to count the number of people who meet a minimum threshold of activation. Start of by setting your threshold. Here's one I came up with: 


	Activated = CAMS index equal to or greater than 70

	At-Risk = CAMS index less than 60



Then all you need to do is count the number of individual survey respondents who qualify as Activated. Given the criterion you set, these respondents make up the net activated pool.



Calculate Activated Percent

Activated Percent is a metric that calculates a count of the number of activated respondents divided by the total number of survey responses. 


Activated Percent = (# activated) ÷ (total survey responses)



Although such a company-wide metric can be useful, as with all surveys it is possible to narrow the focus to one particular segment of the company. The formula for that approach would be as follows: 


Activated Percent = (# activated in segment) ÷ (total survey responses in the segment)



The beauty of a segment approach to a CAMS diagnostic is that you can identify whether there’s a consistent pattern among segments of your work population and by process of elimination determine what, among the four CAMS conditions, is the problem. After you have identified where the problem is in your population and which specific CAMS condition is missing, you can contrast the activated and non-activated employees to try to isolate which antecedents matter. You compare activated employees to non-activated employees and try a treatment method on some portion to see, after applying the antecedent change, whether the condition that had concerned you has been resolved for the treated individuals. If the condition has been resolved, you have your answer.



Survey administration

The 8-item inventory described above is short enough that it can be distributed monthly or quarterly as a regular management ritual and key operational tool that can be associated with other outcomes without degrading response rate or presenting difficulty when it comes to producing and distributing reports.

This survey should be conducted confidentially by a third-party agent so that individual responses can be joined with other data and reported by segment while protecting the integrity of the process and the safety of individual responses.

While the questions are necessarily directed to obtain the opinion of individuals, for purposes of reporting you will group responses by units (similar jobs, teams, division, company, and so on) to evaluate conditions by team and make corrections by team.

Figure 10-8 uses a slice of items from the Activation survey to show how a simple index can be created by assigning points based on the level of agreement with a series of statements. (The slice in Figure 10-8 concentrates on Alignment and Capability.) The responses from survey participants are scored and combined into an index per concept.

[image: “Illustration of a slice of items from the Activation survey depicting how a simple index can be created by assigning points based on the level of agreement with a series of statements.”] FIGURE 10-8: An example of activation subindex scoring.




In Figure 10-8, each selection on the 0–10 scale determines the points assigned to the item, which are then combined for each of the variable concepts. Here, there are two statements for each of the two CAMS items. You add the scores for the two statements together then divide the points by the total number of points possible — in this case by 20. After you divide the points achieved by the points possible, you end up with a percent between 0 and 1. Multiple this by 100 to get an index value between 0 and 100. Using this method, each individual in the survey database will have an index score between 0–100 for each CAMS variable you've measured.

[image: Remember] The steps are different depending on what your analysis uncovers. If you were solving a capability problem, the follow-up analysis I suggest is totally different from when you’re solving a motivation problem, a support problem, or a goal alignment problem.

The idea of models is to organize all the concepts so that you aren’t adding questions to surveys either indiscriminately or based on what someone else is doing. The idea is to add those survey questions that help you learn something specific related to the problem you’re trying to solve. Without a conceptual model to keep things organized, you will start off with a lot of fuzzy ideas about people, collect a lot of data, and end up in a situation where you won’t know what the data really means for you or what to do with it. You have managed to ask a ton of questions, but it's not quite clear how the answers to those questions connect to the behaviors and consequences you care about. It also isn’t clear whether you have asked the appropriate questions among the infinite number of possible questions.

In the next section, I take a stab at firming up some of the more common “fuzzy ideas” found in business these days by presenting models that allow you to move from vague notions to quantifiable measurements. The conceptual models I describe are intended to be illustrative. You can find or create many more.




Using models to clarify fuzzy ideas about people

One of the fuzziest ideas out there is the notion of organizational culture (usually defined as a “corporate personality”), consisting of the shared values, beliefs, and unstated rules that influence the behavior of people as members of an organization. Now, culture is a concept borrowed from anthropology, where it’s defined as those unique characteristics — knowledge, beliefs, art, morals, law, customs — held in common among a group of humans that are transmitted via social learning. Members of a company are, first and foremost, part of a broader social cultural context (continent, religion, country, ethnicity, community) and also the specific social culture context of where they work.

[image: Remember] Contrary to how the term is frequently thrown around, company culture is not good or bad or wrong or right in any universal sense. On the other hand, a company culture may or may not be the right fit for a certain place, market, or time or may or not be what you expect it to be. It’s the difference between the current state of affairs and people's expectations that matters.

Culture may not be good or bad universally, but it can be strong or weak, and this can have implications. A strong culture is one that people clearly understand and can articulate. A weak culture is one that people have difficulty defining, understanding, or explaining. The benefit of a strong culture is that people behave and make decisions consistently because they agree on a common set of expectations and values. Companies with strong cultures operate like well-oiled machines. Hardly a word needs to be said, and everyone knows exactly what to do. Conversely, in a weak culture, there is little common understanding and agreement about expectations and values, which means that control must be exercised by way of extensive instruction, rules, and bureaucracy.

Some of the benefits derived from cultivating a strong culture are that it 


	Gives similar-minded people a reason to embrace this company.

	Better aligns the company toward achieving its vision, mission, and goals.

	Achieves higher intrinsic employee motivation and loyalty.

	Increases team cohesiveness among the company's various departments and divisions.

	Promotes consistency and coordinated effort among the company.

	Shapes employee behavior at work with less bureaucratic controls, enabling the company to operate more efficiently.



[image: Tip] You can quantify organization culture through field observation, interviews, or surveys; however, surveys are much more efficient and useful for your use in people analytics.



The Culture Congruence model

A lot of public peer-reviewed research on organization culture is available, and the methods of measuring culture proposed by these researchers have been defined in many different ways. Though I share just one way with you — the Culture Congruence model — I want to know that you can do it in other ways, if that serves your purpose.

Figure 10-9 illustrates the high-level concepts that are measured as variables in the organizational culture assessment instrument (OCAI), a well-respected tool for assessing current and preferred organizational culture that was developed by professors Robert Quinn and Kim Cameron of the University of Michigan. The main OCAI variables shown on the left side of the figure — dominant characteristics, leadership style, strategic emphasis, management style, and so on — are represented as antecedents to a series of attitudes, behaviors, and consequences. (There's tons more information about the OCAI at www.ocai-online.com.)

[image: “Illustration of a General Culture Congruence model depicting the high-level concepts that are measured as variables in the organizational culture assessment instrument (OCAI).”] FIGURE 10-9: The OCAI Culture Congruence model.




Culture is measured a little differently in the OCAI survey instrument from most other types of instruments. Because culture is presumed to be neither universally good nor bad, the way the OCAI uses culture data is by measuring the differences between the current and expected states, a concept I refer to as congruence. Figure 10-10 shows one way to measure congruence for dominant characteristics, one of the six concepts included in the OCAI instrument.

[image: Illustration presenting a sample scoring of OCAI, one way to measure congruence for dominant characteristics.] FIGURE 10-10: Sample scoring of OCAI for dominant characteristics.




In the OCAI, participants are asked to divide 100 points between four options, depending on the extent to which they find that each option lines up with what they see at their company. The participants are instructed to give a higher number of points to the option that jibes closest with their experience of the company. (The survey instrument ensures that they get only 100 points and they have to distribute all 100 points.) The participants are asked to do this twice — once for now and once for how they would prefer it to be in the future. These are in separate, side-by-side columns. Behind the scenes, you calculate congruence as the difference between the participants’ rating of now and the participants’ preferred state. Congruence is measured for each of the six major concepts included in the OCAI definition of culture and, after this is complete, indexed as a whole.

[image: Tip] You can mathematically measure congruence between each participant’s current and preferred states, but also the congruence between participants, either as a whole or by segment. All this congruence data can be used in other models.



Climate

Organization culture and organization climate are similar ideas often used interchangeably, but the two have marked differences. Yes, both culture and climate describe a company and influence behavior, but culture defines those aspects of the company that are ubiquitous, deep, and stable, whereas climate arises more from perceptions that are less agreed on and change more frequently. In other words, climate is influenced by culture; culture is not influenced by climate.

Organization climate is a measurement of the patterns of opinion, attitudes, and feelings that characterize people’s perception of life in the organization at a particular time and context. You quantify organization climate using surveys, usually by first listing a variety of experiences or ideas as a series of statements and then measuring agreement or disagreement with these statements.

Surveys can try to measure the big picture, as in “XYZ company is a great place to work,” but you can also try to measure organization climate relative to some specific concept domain, such as a climate for innovation, a climate for safety, or a climate for inclusion. The latter approach recognizes the fact that climate can contain multiple dimensions, each in turn containing multiple items, which shape your perspective on the whole and the parts.

One common climate-of-innovation survey item tests whether “employees feel free to express their ideas to bosses” or whether “people are not afraid to take risks around here.” (You can find items for a Climate-of-Inclusion survey and a Climate of Innovation survey in this book's Appendix B.) But there is no universal survey or set of items used by all researchers for measuring organization climate. Though some items find their way onto most surveys, you will see items drift on or off surveys based on the particular interests of researchers or consultants.

Figure 10-11 is one take on a climate survey, illustrating the high-level concepts that are measured as variables of an organizational climate instrument (OCI) based on the work of Bedell Hunter and M.D. Mumford. The climate concept variables — mission clarity, autonomy, organization integration, and so on — are on the left side of the figure and are represented as antecedents to a series of attitudes, behaviors, and consequences that are theorized to be influenced, at least in part, by climate.

[image: Illustration of a climate survey, presenting the high-level concepts that are measured as variables of an organizational climate instrument (OCI) model.] FIGURE 10-11: An organizational climate instrument (OCI) model.




The climate model survey instrument is a little easier to score than the culture survey instrument because it’s designed around agreement or disagreement with a series of positive statements. Figure 10-12 takes a small slice of items from the climate survey and shows how a simple index can be created by assigning a point system to the Likert scale. The responses from survey participants are scored and combined into an index.

[image: Illustration depicting an example of climate model scoring, a small slice of items from the climate survey describing how a simple index can be created by assigning a point system to the Likert scale..] FIGURE 10-12: An example of climate model scoring.




[image: Technical stuff] A Likert agreement scale is a survey research question response scale design named after its inventor, psychologist Rensis Likert. When responding to a Likert Agreement item, respondents specify their level of agreement on a symmetric Agree-Disagree rating scale for a series of statements. That scale is as follows: 


	Strongly Disagree

	Disagree

	Neither Disagree or Agree

	Agree

	Strongly Agree



Using the method of scoring responses to the climate survey shown in Figure 10-12, any response less than neutral is worth 0 points, neutral is worth 2 points, agreement is worth 4 points, and strong agreement is worth 6 points. The points from each item in a variable — in this example, role clarity — are added together per survey response. Then the points per recipient can be divided by the total number of points possible: total number of items in the variable times 6. This example has seven items, so there is a possible 42 points (7 × 6). After you divide the points achieved by the points possible, you end up with a percent between 0 and 1. Multiple this by 100 to get an index value between 0 and 100. Using this method, each individual in the survey database gets an index score between 0–100 for each variable measured in the survey.

[image: Tip] As you score surveys, you will obtain a response to each item, an index of each variable, and a combined index of all questions for each person who takes the survey. All this data can be correlated to each other or to other antecedent, behavior, and consequence data by joining datasets using a unique employee identifier. Examples of unique identifiers are employee ID and email.

[image: Remember] The idea here is to only view, analyze, and report the data in aggregate, not at the individual employee level of detail. If individuals suspect that their individual answers are being scrutinized by management, they might come up with answers that they believe management wants to hear rather than come up with the truth. Nevertheless, for purposes of data management and analysis, you must retain this individual level of detail and unique identifier so that you can join the data to correlate to other datasets containing relevant antecedents, behaviors, and consequences not contained in the survey dataset itself. Because of the sensitivity of the individual level of data being collected, you should work with a third party (someone who isn’t a member of your company) to perform this work so that you can collect sensitive survey data while providing assurances of confidentiality or pseudoanonymity to employees.

If it’s a truly anonymous survey, you cannot connect the results to an individual; however, this means you can’t use the data within an antecedent, behavior, and consequence model joining to any other data sources outside the survey. From my perspective, a strictly anonymous survey is not worth doing, for this very reason.



Engagement

Employee engagement is a fundamental concept in the effort to understand and describe quantitatively the nature of the relationship between a company and its employees. While the definition of engagement can vary somewhat depending on who you ask, my definition of an “engaged employee” is one who is committed to the company, enthusiastic about their work, and willing to take positive action to further the company's interests. The distinction between employee engagement and the older concept of employee satisfaction is that engagement measures more than just how satisfied employees feel — it is about whether or not employees have the motivation to make efforts on behalf of the company, too. You can imagine a well-paid employee that is committed to stay at a company as long as the company will let them stay, but that is not motivated to make any effort on behalf of the company more than the bare minimum to keep their job. Because engagement implies some motivation to apply additional personal discretionary effort on behalf of company interests, you might imagine therefore that companies with “high” employee engagement should be expected to outperform those with “low” employee engagement.

Figure 10-13 illustrates the high-level concepts that are measured as variables of an engagement model. The engagement concept variables — belonging, motivation, commitment, and so on — are in the second column, with some additional antecedents like culture and climate to the left because these are believed to influence engagement. Further to the right are a series of attitudes, behaviors, and consequences that are theorized to be mediated by engagement. (You can find sample engagement survey item variations in this book's Appendix B.)

[image: “Illustration of a general engagement model depicting the high-level concepts that are measured as variables — belonging, motivation, commitment, and so on.”] FIGURE 10-13: An engagement model.




When you compare Figures 10-14 and 10-15, you can see that there’s more than one way to operationally measure engagement.

[image: Illustration of an engagement model that measures three concepts — belonging, commitment, and motivation.] FIGURE 10-14: Putting engagement model A through its paces.




[image: Illustration of an engagement model depicting concepts such as belonging, commitment and motivation as separate measures and to measure each component by itself.] FIGURE 10-15: Putting engagement model B through its paces.




The engagement model illustrated in Figure 10-14 measures three concepts — belonging, commitment, and motivation — and brings them together into a composite measure referred to as engagement. Other researchers prefer to keep concepts such as belonging, commitment and motivation as separate measures and to measure each component by itself. (See Figure 10-15.)

Figures 10-14 and 10-15 show you that different researchers make very different choices about how they measure concepts and express them as variables. This is true of all inferential science, not just engagement. I raise this point to illustrate that an important part of the work of people analytics is deciding what method you want to use to measure a variable and testing your choices to determine whether the method of defining the measure you picked is reliable and valid. (Valid here means that it’s measuring what you intended it to measure.)

The great thing about analytics is that you get to experiment with measures to decide for yourself what works best for your purposes. Measure everything in pieces, put them together, take something out, or put something else in. You do so until you find the combination that works best for the question you are trying to answer. After you know what works best, you can share that information with the world if you want or keep it secret if you want. You wouldn’t be the first. It is all up to you!









Chapter 11

Attrition: Analyzing Employee Commitment and Attrition


IN THIS CHAPTER

[image: Bullet] Measuring employee attrition

[image: Bullet] Measuring employee commitment

[image: Bullet] Carefully examining the reasons why people leave

[image: Bullet] Example exit survey



Attrition refers to the number or percentage of employees who are leaving a company to work for other companies or who have decided to pursue other opportunities. Attrition rate is the measurement you'd use to determine the percentage of employees who have left a company in a given period. (Some might use other terms to refer to attrition rate — termination rate and exit rate come to mind — but they all mean the same thing.)

If you're convinced that, in the grand scheme of things, attrition is out of your control, you’re in for a rude awakening. To create an above-average company, you have to do three things well: a) hire employees capable of high performance b) activate those employees to a level of high performance and c) keep in the fold more employees with above-average performance than those with average or low performance. This chapter is about your ability to control the last option (c).

The effort required in order to find, select, and get employees to a high level of performance can be substantial. As a result, the cost of replacing each employee, all factors considered, can exceed an entire year of employee pay. The cost of losing an above-average employee in a key position may be two to three times the person’s annual pay. That fact may explain why there is no more frequently discussed topic among HR professionals as employee attrition and why employee retention (the inverse of attrition) is the most frequently cited justification for HR programs and projects. And, if you need even more proof of the importance of managing employee attrition for an enterprise, it turns out that it's the most often used HR key performance indicator (KPI) — the standard for measuring how successful an organization is in meeting its business objectives.

Despite the importance of controlling the employee attrition rate to both HR professionals and executives, most strategies meant to reduce attrition are based on vague theories built on anecdotal evidence rather than on measurable data. Many HR departments exert a great deal of effort in the hope of influencing their organization's attrition rate measure, only to see that it tenaciously remains the same or erratically moves up and down with little explanation. In such a world, executives keep doing what they’re doing and HR keeps reporting the attrition rate as a KPI, but everyone's actions end up having little influence on the attrition rate.

Fortunately, there’s a wealth of easily collectable data you can use to better understand and control employee attrition. Rather than rely on anecdotes and generalities, you can test your assumptions about attrition through analysis. Armed with that new information, the actions that are doing nothing to reduce attrition can be run out of town, making room for actions that will actually help you reduce attrition.

In this chapter, I point out common misconceptions about employee attrition, show you a better way to think about attrition, and give you the playbook for how to measure and control attrition using data analysis rather than whatever someone said around the water cooler.



Getting Beyond the Common Misconceptions about Attrition

A lack of evidence-based information causes a company’s senior leaders to build retention strategies on misconceptions. The most common misconceptions about attrition can be summarized in this simple list: 


	Attrition rate is only related to what you do or don’t do well as a manager or company.

	People leave for only a single reason.

	All employee attrition is the same.

	All attrition should be prevented.

	You can compare the attrition count of one group directly to another.

	You can control employee attrition with general, one-size-fits-all efforts.



Basing retention strategies on misconceptions can be both costly and ineffective. The purpose of people analytics is to provide evidence-based recommendations by determining the statistically significant relationships between antecedents, employee behavior, and outcomes. Let me walk you through how evidence-based approaches can put to rest misconceptions about attrition. 


	Misconception 1

	Attrition rate is only a result of what you do or don’t do well as a manager or company.




	Evidence-Based Perspective

	What other companies do or don’t do matters as much as what you do.

	The number of job- and person-specific external opportunities that are available matters.

	The economy and job market matters.







	Misconception 2

	People leave for only one reason.




	Evidence-Based Perspective

	The decision to leave a company is multivariate: There is no single cause. As with lifespan, there are many reasons that contribute to or protect against attrition. Some factors push and pull in different directions. Saying that there is a range of different things that matter is not to dismiss analysis with “stuff happens.” My point is exactly the opposite of this — you can determine the precise balance of each variables' contribution to attrition using a multivariate regression model that includes all of the variables you want to test to see how much each variable proportionally contributes to attrition.

	Some of the factors that influence attrition aren’t a part of the conscious decision to leave, making the face-value answer to “Why?” problematic. If you’re given a single answer by an existing employee, it may or may not be the real reason, but it certainly isn’t the only reason. Some variables mathematically increase the probability of employee attrition but are never a part of the employees’ actual conscious awareness. If an important variable is not in their awareness, they cannot possibly mention it in an exit survey.






 


	Misconception 3

	All employee attrition is the same.




	Evidence-Based Perspective

	Attrition of job types at a higher responsibility level has more impact on company performance than attrition at lower-level job types.

	Attrition of people from jobs of more strategic value — determined by the company’s unique product or service value proposition — has more impact on company performance than attrition of more general job types.

	Attrition of employees with above-average performance has more impact than with employees who have average or below-average performance.







	Misconception 4

	All attrition should be prevented.

	Some level of attrition is good to bring in new talent with fresh energy and create opportunities for job movement within an organization.

	Most companies have pay-for-performance compensation practices and potential-based leadership succession planning programs. The intent of these programs is to decrease the likelihood of high-performing employees leaving while letting the attrition rate of lower-performing employees increase. It’s antithetical to these resource-intensive practices to try to reduce all employee attrition with other, resource-intensive programs. These programs would be working against each other.

	What is more important than overall reduction in attrition is control of attrition so that there’s a lower-than-average attrition in the segments where you want to retain high-performing employees and higher-than- average attrition in the segments where that attrition is acceptable or desirable.







	Misconception 5

	You can compare the attrition rate of one group directly to another.

	Some job types will always have higher attrition rates than other types. For example, highly interchangeable roles like cashier, customer service rep, or sales rep have higher average attrition rates than more specialized or technical roles.

	People in different tenure horizons (0–1 year, 1–3, 3–5, 5+, and so on) and people at different locations have very different annual attrition rates.

	It’s unfair to compare the attrition rate of groups that have different team composition by job type, location, or tenure, because these factors influence the overall probability of attrition as much or more than controllable factors.







	Misconception 6

	You can control employee attrition with general, one-size fits all efforts.

	Targeted intervention is most effective.

	For one person, a well-timed promotion within the company is an effective retention tool; for another, an above-market pay offer is the only strategy that would work; and for another, it’s correcting bad manager behaviors or providing necessary support at the team level — by making interventions proportional to the most likely need per segment, you can more effectively reduce attrition.

	Targeted intervention permits a greater concentration of resources to achieve better results than general solutions do.






What happens if you ask one hundred different people what they think spurs people to leave their jobs? You'll probably hear some of the most common explanations repeated over and over — pay dissatisfaction, job dissatisfaction, lack of promotion opportunities, burnout, or the ever popular “People leave managers, not companies.” Certainly, it is easy to imagine how someone subjected to one of these conditions would be more likely to pursue another job opportunity.

Some recent research has also illustrated how critical workplace events or life shocks play a role in the decision to leave the job — sometimes a shock may increase a person’s likelihood to exit who may not have otherwise been influenced by any of the conditions expressed by the popular opinions above prior to the shock. Examples of shocks are being passed over for an expected promotion, the announcement of a merger, a spouse being offered a job out of town, the birth of a child, or stock options vesting at a greater-than-expected value. If you were not to include the measurement of relevant shocks in your analysis, then your analysis will overemphasize some things and may miss other things that matter altogether.

[image: Remember] Though none of the many possible explanations I mention is totally and always wrong, it isn’t helpful to have so many opinions. People analytics involves using data to understand the situational attrition risks that different companies, groups, and individuals experience and to help determine with more certainty what actions will reduce attrition, as opposed to relying on lists of dozens of possibilities based on generalities or anecdotes.


CONSIDERING ATTRITION IN THE CONTEXT OF TALENT STRATEGY

 
Before the dawn of people analytics, most companies’ HR strategies boiled down to one idea: Do everything you can imagine possible to keep as many employees as possible.

Whereas in the past, many doctors believed that fresh air and “bloodletting” was a useful solution for illness, today they have a more focused and data-driven approach. It’s also the same with employee attrition.

Now, with the help of people analytics, you'll be able to more carefully measure employee attrition and match your efforts to a more carefully crafted strategy. With employee attrition analytics, you can identify which employee segments have the highest attrition risk and narrow in on strategies to reduce attrition risk and then measure how successful your actions are.






Measuring Employee Attrition

If you’re going to analyze employee attrition, first you have to quantify it into a measurement. Right off the bat, you’ll want to calculate your organization's exit rate. Read on to find out how.

Every measurement begins with a working definition and a mathematical operator. Here’s how to operationally define exits, the base component of exit rate. An exit is someone who was an employee that is no longer an employee. To calculate the number of exits, you extract a list of all current and former employees and count the employees within a given segment with an exit date squarely within the period you're interested in.

[image: Tip] Most human resources information system (HRIS) have a preconfigured exit list that can provide a list of all employees who have exited in a given period, along with some basic facts about the employee, like worker ID, start date, job, manager, business unit, division, location, base pay, and gender. If you do not know how to get this list, you can ask someone from IT or HRIT to help you get a list like this.

The shorthand formula for exits looks like this: 


Exits Formula: Count [Segment].[Period].Exits



Say that you want to know how many statisticians exited in 2017. In words more humans are likely to understand, you count exits in the following way: 


If employee exit date is equal to or greater than January 1, 2017 and less than January 1, 2018 AND job equals [“Statistician”] then count it; if not, then don’t.



You may achieve this count using an If-Then statement in Excel or any programing language: 


	January 1, 2017 to January 1, 2018 represents the period. Period = [2017].

“Statistician” is the job, which represents the segment. Segment = [Statistician].




Using the shorthand method I just mentioned, you’re applying the following operation: 


Count [Statistician].[2017].Exits



In practice, you would apply this operation for all relevant segments and time periods to prepare a dataset for your graph output or visual dashboard.

You might also prepare this dataset as a base input for other, more complicated compound measures that combine two or more measures with more operators — for example, exit rate. The next section deals with that concept.


Calculating the exit rate

If you think about exits simplistically, you may take the position that a segment or time period with more exits is worse than a segment or time period with fewer exits. The problem with this position is that, because there are a different number of employees in each segment, you can’t compare the number of exits to each other directly to make a meaningful comparison.

Let’s compare Group A to Group B in the same period. Group A in Period 1 has 100 people. Group B in Period 1 has 50 people. If 10 people leave from both Group A and Group B in Period 1, that represents 10 percent of Group A and 20 percent of Group B. Although we're talking about the same number of exits, employees are exiting Group B at two times the rate of Group A.

You'll encounter the same problem if you’re comparing Group A to itself over time. Let’s say that Group A has 100 people in Period 1 and has 200 people in Period 2. If 10 people leave in Period 1 and 20 people leave in Period 2, you may assume that exits are two times larger in Period 2 — but this assumption isn’t true. Exits are 10 percent of head count in both cases, even though Period 2 had more exits on an absolute basis. (The math here is simple: 10÷100 = 10%, and 20÷200 = 10%.)

[image: Remember] In most situations, exit rate is a far more useful figure to calculate than exit count.

[image: Remember] It’s important to understand what exits mean in some relative context so that you can compare different segment sizes to each other. For this reason, you report segment exits as a percentage of segment average head count — this is the best way to calculate exit rate. To calculate the exit rate, you divide the number of segment exits within a given segment within a given period by the average head count of the same segment for the same period: 


Exit-Rate Formula: Count [Segment].[Period].Exits ÷ [Segment].[Period].Average-Headcount



Figure 11-1 illustrates an exit rate example.

[image: Illustration for calculating exit rate as a percentage of average headcount during the reporting period which is the same as he end of period headcount.] FIGURE 11-1: Calculating exit rate.




For this calculation, you need to count the total number of exits from a segment for the period of analysis. Then you divide the exits by the average number of employees in that segment.



Calculating the annualized exit rate

If you know the number of exits for part of a year, you can extrapolate this information for the rest of the year — the annualized exit rate, in other words —using the following formula: 


Annualized Exit Rate = ({YTD Exit Rate} × (12 ÷ #-of-Months))



Annualization satisfies the basic problem that you cannot compare a partial year to a full year and therefore it’s difficult to make sense of partial year data without putting it on a more commonly understood annual basis. Annualization allows you to view the partial year, if what occurred in the months that elapsed happened over 12 months.

[image: Remember] Annualization is a basic forecast. Annualizing based on a portion of the year may miss regular seasonal variations that may skew the results. Annualization will also miss any acceleration or deacceleration that may be occurring. Annualization isn’t intended to provide a perfect forecast — it can help you compare the data you have to historical annual data or other benchmark data expressed on an annual basis. There are other, more rigorous methods for forecasting and prediction if that is your intent.



Refining exit rate by type classification

Not all exits are the same. When an employee's exit is recorded in a HRIS, the administrator will be asked to input some classifications of the exit. I call these exit types. More than one classification type framework is possible, and these can be used alone or used together for various ends. The classification type framework will vary by company and the desired level of analytical precision.

In this list, I describe some of the most commonly used exit classification types: 


	Voluntary: An exit is voluntary if the employee voluntarily exits the company of their own choice and free will.

	Involuntary: An exit is involuntary if the employee exits the company and it isn’t their choice — it’s the company’s decision. Involuntary may be as a result of the employee being fired or being laid off in restructuring or reduction in force. All exits are either voluntary or involuntary.

[image: Remember] If you want to understand changes in head count for the purpose of accounting or projection, you would include in your exit rate all exits. If you want to understand whether employees are “voting with their feet,” you need to look specifically at exits coded as voluntary, excluding all involuntary exits, which aren’t the employee’s choice. Combining voluntary and involuntary confounds the conclusion.


	Avoidable Voluntary: Admittedly, all exits are either voluntary or involuntary, but it’s possible to break down the voluntary exits a bit further. You can call an exit an Avoidable Voluntary if the employee voluntarily exits the company of their own choice and free will and there was something the company could have done to prevent the employee from exiting.

	Unavoidable Voluntary: An exit is unavoidable if the employee exits the company and it was completely unrelated to anything the company can control. For example, if an employee exits the company because a spouse is taking a job in another city and your employee is moving with them, this is an unavoidable exit. Other unavoidable reasons include exits to go to school, care for a sick relative, or raise a child, for example.

[image: Remember] To make this Avoidable/Unavoidable distinction, you need some interaction with the employee regarding his reason of exit at the time he submits his resignation. For purposes of the avoidable or unavoidable classification, you don’t necessarily need all the details, but you do need to know whether the person is leaving for some reason that is obviously completely outside the influence of the company.


	Nonregretted Voluntary: An exit is nonregretted if the employee voluntarily exits the company and at the time of exit the employee has a below-average performance rating. You might not regret losing this person because you could replace them with someone that will likely have better performance than the person leaving – meaning you are getting a performance upgrade out of this transaction. (If the employee has no performance rating at the time of exit, it's probably best to default to regretted.)

	Regretted Voluntary: Another way to break down voluntary exits basically involves your attitude to the exit. An exit is regretted if the employee voluntarily exits the company and at the time of exit has an average or above-average performance rating.

[image: Remember] The Regretted/Nonregretted distinction isn’t intended to be rooted in cruelty. The distinction is made to formulate a Voluntary Exit KPI that takes into consideration that there is a fitting process. What is best for the company and employees is that the company retains a high percentage of the employees who perform best in its environment over time and allows or even prompts other employees to go to environments where they can achieve better performance. The company wants to have a lower regretted exit rate than nonregretted so that it knows it’s getting better, not worse, over time. Without the distinction, there’s no way of knowing which way the company is heading.





OKAY, BUT WHAT REALLY IS UNAVOIDABLE?

 
The person charged with making the Avoidable/Unavoidable type classification must have some information about the exit and must make a judgment call on which type to pick. Because other people providing the classification may not fully understand your definition or purposes for making this type of decision, I suggest that you apply specific criteria to determine the Unavoidable classification. The simplified rule framework I use is this: 


	Is the person leaving for another job or to do something else? (Job, No Job). If No Job, then the exit is Unavoidable. If Job, then continue.

	If Job, is the person moving? (Moving, Not Moving)

	If Moving, which scenario applies better:

	A.) The person is moving to a new city for reasons other than the job.

	B.) The person is moving to a new city because she took a new job.




	If it’s A, then it’s unavoidable. If it’s B, then it’s avoidable.



Avoidable or unavoidable seems like an arcane detail; however, it’s relevant if you plan to use Voluntary-Exit-Rate as a key performance indicator (KPI) or if you plan to design a predictive model. For example, if I were to compare two managers with ten employees and each had two people exit, they would both have a 20% voluntary exit rate, but one of them had two unavoidable exits and the other had two avoidable exits, which have two very different meanings. One manager has a 20% voluntary avoidable exit rate and the other has a 0% voluntary avoidable exit rate. The distinction may seem trivial to you, but it wouldn’t be trivial to the manager, particularly if you assess the managers performance on the basis of employee exits. The avoidable and unavoidable distinction can also improve the accuracy of predictive models. It works better if you design one model to predict avoidable voluntary exits and another model to predict unavoidable voluntary exits and then put the two models back together to a single overall exit model than it is to smash all types of exits together from the start.

In either of these scenarios, you want to model unavoidable exits separately. The cleanest measure of “people who vote with their feet” is Avoidable-Voluntary-Exit-Rate. This careful distinction will improve your KPIs and reduce error in your predictive models.






Calculating exit rate by any exit type

In practice, when calculating by any exit type or even a combination of exit types, you calculate exit rate the same way, while filtering for the type you want to report. Use the following formula to calculate [Exit-Type]-Exit-Rate: 


[Period].[Segment].[Exit-Type].Exits ÷ [Period].[Segment].Average-Headcount × 100



If you work with the example shown in Figure 11-1 — the statistician exit rate — you would use the following numbers: 


[2017].[Statistician].[Voluntary].Exits ÷ [2017].[Statistician].Average-Headcount × 100



In this example, if only 35 of the 62 Statistician 2017 exits are Exit Type = Voluntary, then the Statistician 2017 Voluntary Exit-Rate is 


35 ÷ 526.38 = 0.0665 x 100 = 6.7%



The 6.7% figure means that, in 2017, 6.7 percent of the statisticians left the company for voluntary reasons.




Segmenting for Insight

Segmentation is the practice of categorizing employees into different groups based on certain common characteristics. This process takes on great significance when it comes to the quality of your people analytics. If you have too many segments, you end up with thousands of ways of looking at the same metric. That, of course, leads to long reports, dashboards that require a lot of user filtration, and/or alert-fatigue. If you have too few segments, you can fail to see any meaningful insight.

Rightly segmenting the dataset is what can make the difference between the success and failure of your people analytics to engage your audience and demonstrate useful insight. You can segment employee exit rate into different types of business units, job families, jobs, job tenures, locations, demographic segments, behavioral segments, attitudinal segments, or any other meaningful segment.

Figure 11-2 illustrates some of the common categories of segmentation in people analytics.

[image: “Illustration of an employee segmentation chart depicting some of the common categories of segmentation in people analytics.”] FIGURE 11-2: Segmentation categories.




[image: Remember] Without segmentation, the target group is lost in the population. Rather than focus on the entire company at once, segmentation allows you to break down the company to see what’s going on in specific niches. But segmentation brings with it other advantages. Here are the most significant ones: 


	Tailor-made dashboards: Through segmentation, you get to personalize your reporting to different audiences instead of having a generic, watered-down dashboard for everyone. And when you focus on specific groups, traits, and characteristics, you’re more likely able to bring to the foreground what executives should focus on, what matters, and what to do about it.

	Identifying evidence-based learning opportunities: An analyst can study the exit rate by segment and then compare it to the company average or forecast benchmarks to understand how unusual (either high or low) the segment is. Segments with big statistical differences from average (either high or low) represent excellent research opportunities!

	More effective retention efforts: Simply put, segmentation helps you better understand your employees' needs so that you can do a better job of solving problems, because segmentation refrains from treating all people as the same.

	Optimum use of productive resources: Because you aren’t wasting resources trying to influence the behavior of everyone, segmentation helps to reduce costs and increase the effectiveness of your resources. It allows you to concentrate your resources, money, time, and effort on the segments and problems that have the most value. Rather than apply watered-down efforts across all people, you can apply more concentrated resources to a targeted need.



So, what kinds of things might you discover by segmenting employee voluntary exit rate? With segmentation, you might learn that women and men are equally likely to exit — which would call for one type of retention strategy — or you might learn that women are more likely than men to exit or vice versa (which would call for very different strategies). If there are differences, you may decide to look further to determine what is the cause of those differences.

With segmentation, you might learn that on average employees have a 10 percent voluntary exit rate in their first year, 5 percent in their second year, 20 percent in their third year, and 5 percent each subsequent year. With this information, you may decide that by the end of the second year, someone should communicate with all employees about their next career opportunity at the company.

With segmentation you might learn that sales reps are, on average, twice as likely as statisticians to voluntarily exit — 20 percent versus 10 percent, regardless of manager — and that this has remained true over time regardless of the overall company exit rate. With that information, you might not want to compare the exit rate of managers in charge of sales reps with managers of statisticians.

With clever segmentation, you might learn that people who agree with the statement, “I know my next career move at the company” are one-third less likely to exit in the next 12 months as someone who disagrees with the statement.

With segmentation, you might learn that there’s no major difference in exit rate between people in a similar job who are being paid widely different amounts of money.



Measuring Retention Rate

Employee retention rate is the opposite of exit rate — the other side of the coin, in other words. The retention rate is the percentage of employees who start a period and then make it to the end. To truly understand, predict, and control employee attrition, you have to have a theory of not only why people are leaving but also why people are staying. One thing you can be sure of is that if you can increase employee retention, you will reduce employee attrition. Though retention and attrition are quite similar, in some contexts, retention rate is a better metric than exit rate.

As with most metrics, there’s more than one method to calculate retention rate. The easiest method to grasp is built using several other metrics that you already know how to calculate: 


	[Segment].[Period].{Headcount-SOP} = the count of employees in a defined segment on the first day of a defined period

	[Segment].[Period].{Headcount-EOP} = the count of employees in a defined segment on the last day of a defined period

	[Segment].[Period].{Hires} = the count of employees hired in the segment in the period

	(Generally speaking it’s best to exclude transfers in and out of from the entire analysis, because these could add unnecessary complexity to the measure.)



The shorthand Retention Rate formula looks like this: 


(([Segment].[Period].{Headcount-EOP} - ([Segment].[Period].{Hires}) ÷ [Segment].[Period].{Headcount-SOP}) × 100.



To calculate the segment retention rate, you first count the number of people with a defined segment classification at the end of a defined period. Then you count and subtract the number of new hires with a defined segment classification in the defined period and then divide the result by the number of employees classified with the defined segment at the start of the defined period. Finally, you multiply that result by 100 to get the segment retention rate.



Measuring Commitment

Fortunately, you don’t have to wait until people actually exit the company if you want to find out where you stand and in what segments you can work to improve employee commitment to reduce attrition.

Commitment is a measure of psychological attachment to the company. Broadly speaking, employees who are committed feel a connection to the company, feel that they fit in, and feel that they share the goals of the company. As a result, employees who are committed are more loyal to a company and less likely to leave it. In short, commitment is a measurement of the bond between an individual and a company.

Organizational scientists have developed many nuanced definitions of commitment, as well as numerous survey scale options to measure it. The scientists have also demonstrated that these survey-based measures of commitment predict actual work behaviors such as attrition, organizational citizenship behavior, and job performance.

In this section are ten questions selected to help you calculate a composite index of commitment, which you should offer as statements with a Likert agreement scale. (For more on the Likert scale, check out Chapter 12.) These questions can be used together, in a smaller batch, or as independent items. That said, indexes that consist of a larger number of items tend to perform better than single items — the composite index covers a broader range of issues and is a more reliable predictor of future behavior.

First, here's the scale you should be using: 


	Likert agreement scale: 
	Strongly Disagree

	Disagree

	Neither Agree nor Disagree

	Agree

	Strongly Agree






And here are the statements: 


	For each statement, respondents indicate how much they agree with the statement by choosing a value from the Likert scale, just described:

	I am very happy being a member of <Company>.

	<Company> has a mission that I believe in and am committed to.

	<Company> has a great deal of personal meaning for me.

	I would be very happy to spend the rest of my career with <Company>.

	I enjoy discussing <Company> with people outside it.

	I feel like I’m “part of the family” at <Company>.

	I feel a strong sense of belonging to <Company>.

	It would be very hard for me to leave <Company> right now, even if I wanted to.

	I feel that I owe this organization quite a bit because of what it has done for me.

	<Company> deserves my loyalty because of its treatment toward me.







Commitment Index scoring

Each item can either be reported independently by each Likert selection choice or combined into an indexed scale. For example, if you used all ten items, you can define the Commitment Index as the cumulative response total over the ten items, where 1 point is assigned for Strongly Disagree, 2 points for Disagree, 3 points for Neither Agree nor Disagree, 4 points for Agree, and 5 points for Strongly Agree. Applying this method, those who take the survey can achieve a possible commitment score between 10 and 50 points.



Commitment types

You may take the Commitment Index one step further and categorize all survey responses as one of three commitment types: 


	High: Scored 40 to 50

	Uncertain: Scored 30 to 39

	Low: Scored less than 30





Calculating intent to stay

Though the method is less robust than the 10-Item Commitment Index, you can also simply ask employees whether they intend to stay. This item also uses a Likert agreement scale. 


If I have my own way, I will be working for this organization one year from now.



I have identified a strong correlation between the response on this Intent to Stay item and an exit over the next 12 months. Admittedly, the intent to stay is not a perfect individual predictor, but it is a great predictor of exits by segment (for example, by business unit). By this I mean that the lower the average response to this item in a business unit, the more exits you see in that unit. It provides a signal indicating where you should go to work.

[image: Warning] The Intent to Stay item does have a few built-in flaws. Most employees have no idea what will happen in the next year — they may have no plans at the moment to leave, but this may change later. For those who plan to leave, you’re getting a fairly accurate predictor of their future behavior if presented with an opportunity; however, if no desirable opportunity presents itself, such individuals are still employed at the end of the period you’re reviewing.

These flaws tell you as much about how to analyze the problem as the accurate predictions. We now know that the problem is, at minimum, one part intention and one part external opportunity. What you need to understand is both what the employee wants and how likely a recruiter is to call them. This is an illustration of how error cases can help you refine your understanding of the problem and how you collect and model your data in the future.

[image: Tip] You may question whether employees will respond honestly to any direct questions you pose. The degree to which employees will provide you with accurate information on employee surveys is influenced by the decisions you make. The most important decision here is to have your survey professionally administered by a third party who can help you work with the sensitive information that employees provide confidentially and can assure your employees that such confidentiality will be strictly enforced.


CALCULATING THE BENEFITS OF MEASURING COMMITMENT AND INTENT TO STAY

 
I want to stress that the Commitment Index and the Intent to Stay item are both helpful when it comes to comparing segments with each other in order to identify which segments are more likely to experience high attrition in the future, before it happens. Both the Commitment Index and the Intent to Stay item can be trended over time to see whether the attrition risk is increasing or decreasing.

Though not all high commitment employees will be retained and not all low-commitment types will exit, if you hold on to the survey data and one year later report exit rate segmented by the recorded commitment type you recorded one year before, you will probably find that low-commitment employees are at least two to three times more likely to exit than employees on average, and that high-commitment employees are two to three times less likely to exit. If your average exit rate is 10 percent, this could mean that low-commitment employees could have an exit rate of 30 percent or more, though high-commitment employees could have an exit rate of 5 percent or less. I encourage you to collect commitment data on surveys and try this analysis yourself. In any case, my research and the research of many other professionals have validated the fact that measures like Commitment Index and Intent to Stay is useful in predicting employee exit. It may not be the only factor predicting the likelihood to leave, but it is still useful.

Finally, if you have included the Commitment Index and the Intent to Stay item in a larger annual survey requesting opinions about a range of other topics (managers, pay, leaders, company prospects, and so on) you can correlate the responses to all topics with a commitment to see which items best explain commitment. What you’re looking for are the items where you see the greatest difference between high-commitment and low-commitment employees. Though correlation doesn’t imply causation, those items that correlate with the Commitment Index and the Intent to Stay item can help you identify the key drivers of employee exit and retention. (To find out more about how to conduct key driver analysis, see Chapter 14 in this book.)







Understanding Why People Leave

The Streetlight effect (also known as the Drunkard's Search principle) is a type of observational bias that occurs whenever people search for something only where it’s easiest to look. Both names refer to a well-known joke circulated among data professionals. The story goes like this: 


A policeman sees a drunk man searching for something under a streetlight and asks what the drunk has lost. He says he lost his keys and they both look under the streetlight together. After a few minutes the policeman asks the man if he is sure that he lost them here, and the drunk replies no — he lost them in the park. The policeman asks why he is searching here, and the drunk replies, “This is where the light is.”



The drunkard looking under the light is a metaphor for how employee attrition is typically analyzed by new analysts. Often analysts will be asked to analyze employee attrition to tell their superiors whether the data shows that anything is broken, what is causing it, and what to do about it. Unfortunately, unless careful forethought was put into collecting the relevant data beforehand, this is much like the drunk hopelessly looking for the keys just under the place where there is light.

In the next section, I share the ways that things go wrong with exit surveys, talk about what information you need to collect in an exit survey, and then provide an example of what a good exit survey would look like.


Creating a better exit survey

An exit survey represents the last opportunity you have to ask questions before the employee moves on. Exit surveys can help you classify exits, identify talent competitor threats, understand how talent competitors are winning your people, and learn what you can do better to keep people. If you’re serious about wanting to gain control over attrition, you need to do exit surveys. Unfortunately, a lot of bad exit surveys are out there, and not many companies are getting much use from them. In this section, I explain what can go wrong and then provide you with an example of a more effective exit survey instrument. Table 11-1 spells out the problems posed by many exit surveys.


TABLE 11-1 Dealing with the Problems of Exit Surveys




	Problem


	Detail







	Problem 1: You have a low response rate.


	Most companies achieve less than a 30 percent response rate on their exit surveys. In this scenario, the largest categorial reason (70 percent) that employees leave should be reported as “Unknown.”

You suffer from poor execution: The survey isn’t requested in time before the employee leaves and there isn’t appropriate follow-up.

The survey is clearly run by Amateur Hour. The lack of a professional third-party administration for execution and confidentiality telegraphs a disqualifying lack of seriousness.





	Problem 2: Your company lacks confidentiality.


	A lack of professional third-party administration to provide assurance of confidentiality is a deal-breaker.

Employees have little to gain by digging deep to provide their best answers. They may think, “Why burn bridges?” and “I had an answer, but it’s water under the bridge for me, so it's not worth the effort.”

If you have a third-party agent collect the data for you and provide assurances that they will only share data back with the company in aggregate, then people will feel safer to speak their mind.





	Problem 3: Poor design: You have errors in question logic that bias responses.


	Many exit surveys aren’t designed by survey professionals, and so they have errors in logic that bias response and confound interpretation. A common example is asking “Why did you leave?” — and then providing a list of options to choose from, where several of the options on this list are duplicate or overlapping and other important options are omitted. Furthermore, the question implies that there’s only one reason when in fact there may be several. Also, sometimes the biggest influencers of behavior are actually unknown or inaccessible cognitively.





	Problem 4: Poor design: You aren’t asking the questions necessary to get the most important information you need at the time of exit.


	More important than the details of the complex “Why are you leaving?” questions are other questions that are often missed.

For example, “Where are you going?,” “When did you decide to leave?” and “Did any critical incidents influence your decision?” would be equally important questions to ask.

What you don’t ask is often the larger design mistake because it is irreparable.





	Problem 5: You’ve muddied the waters by a) including together data from regretted and nonregretted exits.


	You have employees that you want to attract and employees whose exit you wouldn't mind at all. If you don't distinguish between the two, the data you collect will pull you in either no direction or the wrong direction. For an ill-fit or otherwise low-performing employee (nonregretted exits), you want the company experience, pay, or manager relationship to be uncomfortable. If you lump these together with regretted exits, then you will have made the reasons regretted exits leave blurry, particularly if you have more nonregretted exits than regretted.

If you collect data for both regretted and nonregretted exits it is OK, but you should use a separate survey or designator so you can separate these very different exit types at the time you report the data.





	Problem 6: You have errors in analysis and interpretation.


	A common mistake is interpreting the reason for exit from only exit survey data, without a point of reference. There is a severe logical flaw if you review exit data without a point of reference and use it to interpret the reason why people are exiting. A better analysis is to compare the response to the same survey questions between stayers and leavers.









Example exit survey

Enough of the problems! On to a more effective exit survey instrument. The exit survey example below was carefully constructed, taking into consideration the problems described in the table above. The design of the example exit survey cannot solve some of the problems described in the table — for example, it cannot solve Problem 6. The design of the example exit survey included below is intended to take advantage of the opportunity you have to collect some data at the time employees leave while attempting to steer clear of the most obvious logical flaws noted above. In any case, take the information you obtain from any exit survey with a grain of salt. It is a single data point from a broader range of data you have the opportunity to collect and analyze to validate a hypothesis. The logic of your analysis is just as important (or more important) than the calculation. If you begin with a good model, use all of opportunities you have to collect data together and be careful with the logic of your analysis, you will arrive at a better answer then if you view each data source independently.

[image: Remember] As always, replace <Company> with your company’s name.

Here's the kind of survey designed to get you the information you need: 


	Sample Exit Survey

	After you leave <Company>, will you be working for another employer? (Yes, No)

	If no, will you be (select one):

	Personal: Caring for children or significant others

	Personal: Going to school

	Personal: Pursuing nonpaid interests

	Personal: Other




	If yes, then …

	Is your new job in the same industry? (Yes, No)

	What is the name of your new employer?




	For your new employer, do you expect to gain or lose in the following areas?

	Scale: [1. Lose a lot. 2. Lose a little. 3. Neither lose nor gain. 4. Gain a little. 5. Gain a lot.]

	Overall company quality

	Leadership team quality

	Manager quality

	Peer quality

	Work quality

	Learning and development opportunity

	Current job level

	Long-term career opportunity

	Expected 1-year value of total compensation package (base, bonus, stock)

	Expected 3- to 5-year value of total compensation package (base, bonus, stock)

	Benefits (health, retirement, and so on)

	Perks (food, onsite services, and fitness, for example)




	On balance, how would you characterize your decision to leave <Company> (select one)?

	Mostly for work-related reasons within <Company>’s ability to address.

	Mostly for personal reasons outside of <Company>’s ability to address.




	If it applies, please describe a moment when you have felt genuine happiness working at <Company>.

	If it applies, please describe anything that prevented you from being as successful as you would have liked to have been at <Company>.

	Did any recent actions or events affect your decision to leave <Company>? (Choose all that apply)

	Work related: Action/inaction by your manager

	Work related: Action/inaction by the leadership team

	Work related: Action/inaction by peers in your work group

	Work related: Action/inaction by peers not in your work group

	Personal: Personal health, health of others, or birth of child

	Personal: Career opportunity for significant other is making you move

	Personal: You or a significant other reached retirement eligibility age

	Work related: Other

	Personal: Other




	Please tell us about the events leading up to your decision to leave <Company>.

	Is there anything <Company> could have done differently to keep you longer? (Yes, No)

	If yes, please tell us what <Company> could have done differently to keep you longer?

	Is there anything <Company> can do now or in the future to get you back? (Yes, No)

	If yes, what can <Company> do to get you back?












Part 4

Improving Your Game Plan with Science and Statistics


IN THIS PART …

Harness the wisdom of crowds with surveys

Figure out where to focus using key driver analysis

Solve multivariate problems with multiple regression analysis

Learn how to make predictions better step-by-step

Design experiments to produce new learning and use this to drive change

Learn how to apply statistical methods like correlation, trend analysis, exponential smoothing, multiple regression, and t-tests








Chapter 12

Measuring Your Fuzzy Ideas with Surveys


IN THIS CHAPTER

[image: Bullet] Identifying and operationalizing the fuzzy concepts you want to quantify

[image: Bullet] Designing and administering surveys to get good data and high response rates

[image: Bullet] Getting survey fundamentals right to avoid common survey pitfalls



When you come right down to it, a survey is just a question, or group of questions, designed to make things that are hidden inside the human mind knowable as data. Survey research, therefore, provides access to attitudes, beliefs, values, opinions, preferences, and other cognitive descriptors that, without the help of survey tools, remain anecdotal or entirely indescribable and therefore not useful to math, science, or people analytics. In other words, surveys help you convert nebulous concepts into hard numbers so that you can analyze them. Other things might be going on, but the main benefit from surveys is that they allow you to relate fuzzy concepts to more concrete and observable things, like individual and group behaviors and outcomes. To this end, surveys have been a fundamental tool in fields like psychology, sociology and political science for hundreds of years — and in newer fields, like marketing, for decades. It should come as no surprise, then, that surveys are important to people analytics, too.

Employee surveys and related feedback instruments, when managed well, are great tools to diagnose what employees think — and they can help you determine the relationship among these views and important outcomes at scale. Extending from these observations, it’s possible to obtain the nuanced details you need in order to take the right actions to influence collective behavior and to predict future outcomes. A good survey can uncover great insights about things going on inside folks' minds — insights that have the potential to guide meaningful actions that drive collective success outside their minds. When surveys are designed and executed poorly, though, the impact can range from producing survey fatigue to exactly the opposite of what you’re looking to achieve — eroding employee trust and commitment.



Discovering the Wisdom of Crowds through Surveys

James Surowiecki's The Wisdom of Crowds: Why the Many Are Smarter Than the Few and How Collective Wisdom Shapes Business, Economies, Societies and Nations, as the title implies, is all about how the aggregation of information in groups can result in decisions that are better than decisions made by any single member of the group.

The premise of the wisdom of crowds is that, under the right conditions, groups can be remarkably intelligent — that is to say that the estimate of the whole can often be smarter than the smartest person within them. The simplest example of this is asking a group of people to do something like guess how many jelly beans are in a jar.

So, if I had a jar of jelly beans and asked a bunch of people how many jelly beans were in that jar, the collective guess represented by the average would be remarkably good — accurate to between 3 percent to 5 percent of the actual number of beans in the jar, as a matter of fact. Moreover, the average of the guesses would likely be better than 95 percent of all individual guesses. One or two people may appear to be brilliant jelly bean guessers for a time, but for the most part the group's guess would be better than just about all individual guesses, particularly over repeated tries.

Though counting jelly beans doesn’t sound practical, what is fascinating is that you can see this phenomenon at work in more complicated and more useful situations. For example, if you look at the odds placed on horses at a racetrack, they predict almost perfectly how likely a horse is to win. In a sense, the group of bettors at a racetrack is forecasting the future.

Think about something like Google, which relies on the collective intelligence of the web to seek out those sites that have the most valuable information. Google can do a good job of this because, collectively, the individualized efforts of this disorganized thing we call the World Wide Web, when understood through mathematics, can be incredibly useful when it comes to finding order in all the chaos.

Wisdom-of-crowds research routinely attributes the superiority of crowd averages over individual judgments to the elimination of individual noise, an explanation that assumes independence of the individual judgments from each other. In other words, for the wisdom of crowds to work, you have to be able to capture and combine individual predictions while avoiding group discussion that creates groupthink. The crowd also tends to make better decisions when it’s made up of diverse opinions and ideologies and when predictions are captured in a way that can be combined and evaluated mathematically. That sounds a whole lot like a survey to me.

The wisdom-of-crowds concept suggests that even subjective flawed information can have great predictive value if the chaotic thoughts of people can be organized in a way that they can be analyzed together. Pay attention carefully — what I propose doing is working to harness more successfully the wisdom of crowds for your company using the careful application of survey design and implementation.



O, the Things We Can Measure Together

You may think of a survey as a single-use, company satisfaction poll; however, survey data can be used in many more ways than this.

At a high level, surveys can be used to either quantify what was previously a qualitative idea, identify that idea's frequency in a population, compare a part of a population to the whole, compare one population to another, or look for changes over time. After a qualitative idea has been quantified as a survey measurement, these measurements can then be mathematically correlated with each other and with other outcomes. Though the subjective opinion may be true or false, accurate or inaccurate, precise or imprecise, it’s true to itself and as data it is inarguably a new data point. The degree to which the new data point is useful in analysis for explaining or in predicting phenomenon will have to stand on its own two feet. The proof is in the pudding.

[image: Remember] The range of possibilities for what concepts you can describe using a survey, how you use the data the survey produces, and why you use the data the survey produces are nearly endless. And, when it comes to all the varied ways you can apply surveys to learn about people, the possibilities there are endless as well. That said, I'll highlight some key survey types and uses as a way to fire up your imagination for the work ahead of you.


Surveying the many types of survey measures

Employee surveys can be designed to capture many different types or categories of information stemming from or influenced by psychology. In the following list, I describe nine categories and provide an example of what a survey item would look like using a Likert agreement rating scale design: 


	Awareness: An awareness is a knowledge or perception of a situation or fact. For example:

	I have a clear understanding of the priorities of <Company> this quarter.

	I have a clear understanding of what others expect of me in this job over the next quarter.




	Attitudes: An attitude is a psychological tendency or predisposition that is expressed by evaluating a particular object with some degree of favor or disfavor. It could be about a person, a group of people, an idea, or a physical object. Attitude is formed by a complex interaction of cognitive factors, like ideas, values, beliefs, and perception of prior experiences. The attitude can characterize the individual and can influence the individual's thought and action, and the results in turn can either change or reinforce the existing attitude. For example:

	I am inspired by the people I work with at <Company>.

	I feel motivated to go beyond my formal job responsibilities to get the job done.




	Beliefs: Beliefs are ideas about the world — subjective certainty that an object has a particular attribute or that an action will lead to a particular outcome. Beliefs can be tenaciously resistant to change, even in the face of strong evidence to the contrary. For example:

	Overall, I think I can meet my career goals at <Company>.

	I have the opportunity to do what I do best in my work at <Company>.




	Intentions: An intent is something a person is resolved or determined to do. For example:

	I intend to be working at <Company> one year from now.

	If I have my own way, I will be working for <Company> three years from now.




	Behaviors: Behaviors are the ways in which a person acts or conducts herself, especially toward others. For example:

	My manager gives me actionable feedback on a regular basis.

	My manager has had a meaningful discussion with me about my career development in the past six months.




	Values: Values are ideals, guiding principles, or overarching goals that people strive to obtain. For example:

	The values and objectives of <Company> are consistent with my personal values and objectives.

	I find personal meaning in the work I do at <Company>.




	Sentiments: In its purest sense, a sentiment is a feeling or an emotion. (Some definitions of sentiment overlap with opinion or attitude.) For example:

	I am proud to tell others I work for <Company>.

	I can recall a moment in the past three months when I felt genuine happiness at work.




	Opinions: An opinion is a subjective view or judgment formed about something, not necessarily based on fact or knowledge. A person’s opinion is kind of like an image — the picture the person carries in his mind of the object, in other words. A picture may be blurred or sharp. It may be a close-up, or it may be a panorama. It may be accurate, or it may be distorted. It may be complete, or it may be just a portion. Each person tends to see things a little differently from others. When people lack information — and we all do — we tend to fill in a picture for ourselves. For example:

	<Company> seems like it’s in a position to succeed over the next 3 to 5 years.

	I have the resources and tools I need to be successful.




	Preferences: A greater liking for one alternative over another or others. Though there are exceptions, you'd generally measure preferences by asking a series of contrasting trade-off questions and then inferring from the responses you get to the whole set how employees rank-order each option. Here are a few simple item examples (you would have a lot more):

	I prefer that <Company> put more future investment in the 401k <Company> match over increasing the <Company> contribution to healthcare premiums.

	I prefer that <Company> put more future investment in employee technical learning-and-development programs over the big annual <Company> event.






Though these simple examples are enlightening, it doesn’t get you very far. You have to decide what you’re trying to learn, what items you want to use to learn it and why — and then you have to put it all together. The next several sections show you how.



Looking at survey instruments

Aside from the range of categories of psychological or social information that can be obtained from a survey, you have a number of people-related focus areas you can choose from when it comes to designing a survey. It’s a self-limiting trap to think of that annual employee survey and assume that this is the only type of survey instrument you have to collect data about employees. If you’re a skier, this would be like tying one leg behind your back and then setting out to ski down the highest and most difficult route down the mountain.

Here are some of the many types of surveys you can use to measure the employee journey and people operations — and the employee experience.

[image: Remember] I have provided sample questions for all of these in Appendix B. 


	Employee journey: Time-context deep dives

	Pre-recruiting market research

	Pre-onsite-interview candidate survey

	Post-onsite-interview candidate survey

	Post-hire “reverse exit” survey

	14-day onboard survey

	90-day onboard survey

	Annual check-up

	Quarterly pulse check-in

	Exit survey




	People operations feedback: Subject-focused deep dives

	Recruiter feedback

	Interview team feedback

	Talent acquisition process feedback

	Company career page feedback

	New hire orientation feedback

	First day feedback

	Manager feedback

	Onboarding process feedback

	Company employee intranet portal feedback

	Career advancement process feedback

	Learning and development feedback

	Talent management process feedback

	Diversity facilitation feedback

	Facilities feedback









Getting Started with Survey Research

In the last decade, there has been an explosion of new feedback tools powered by new technology and services partners. Nowadays, it’s virtually impossible not to give and get feedback. There are surveys, polls, reviews, and open channels galore, and the workplace is no different. Inside companies, inexpensive online tools like Survey Monkey make it possible for anyone in your company to ask questions of anybody else in the company at any time, and, unfortunately, all too frequently they do.

Aside from increasing access to structured survey tools, members of today's workforce aren’t shy when it comes to the many other outlets for unstructured feedback available for use. They contribute to anonymous employer-rating websites like Glassdoor or industry blogs like ValleyWag (although this specific one is now defunct). Twitter, LinkedIn, and Facebook are all outlets through which people’s real opinions about working for your company go bump in the night. Even tools designed without feedback in mind at all — your run-of-the-mill collaboration-and-productivity tools — can become yet another place for “always on” feedback from individual to individual or from individual to company — grist for the analytical mill.

That makes for exciting times in this industry and for people analytics everywhere, but more does not always equal better. Feedback without structure is noise, and noise with no purpose is the worst form of noise. Though a gentle white noise may at times be accepted to drown out the outside world so that you can lull yourself to sleep, there’s nothing like an unpleasant shrill tone to evoke a swift search and removal of the offending speaker.

All this is not to dismiss the increasing predominance and interest in unstructured feedback devices. However, before you go chasing dragons disguised as windmills, you might consider learning the fundamentals first. That’s what this chapter provides. Although options for feedback are abundant and diverse, the key principles of how you determine good from bad, useful from useless, and music from noise is about the same. Learn the fundamentals; then innovate.



Designing Surveys

Defining and communicating the purpose of a survey and its learning objectives are critical first steps of a successful survey strategy. Start with defining the desired objective and specifying how the information needed for that objective will be used when acquired. If you don’t have a clear picture of these elements from the get-go, your survey effort will drift aimlessly — or even turn into a total waste of everyone’s time. All design begins with defining what you’re trying to change and why. When that is determined, it’s simply a process of working backward and defining assumptions carefully, which you either accept, reject, or modify with the evidence you collect.

The whole of people analytics — all data science, for that matter — boils down to the following sequence of meta-research activity that you (or your hired-gun analyst) is responsible for facilitating. As you can see, you can sum up the process as your attempt to find the right answers to the following questions: 


	What do you want to change?

	Can you measure this thing you want to change? How?

	What other things influence this thing? How can we measure those things as well?

	Upon measuring the outcome that concerns you and the things you think may matter, can you relate them and infer a direction for, and the strength of, this relationship?

	Can you predict one measure from another measure?

	Can you infer a causal relationship so as to obtain the information you need to control the outcome you care about?

	Can you influence the outcome you care about by changing one or more of the antecedents?



These questions make it clear that it isn’t enough to just survey the thoughts of people on a concept you think you care about — say, employee happiness, employee engagement, or employee culture — and then measure their responses. Sure, you can define your research objective as simply the effort to measure these things and then label the completion of the survey process a success; however, these measures collected by themselves leave many of the important questions unanswered. Even the surmountable achievement of making a fuzzy, previously unknowable concept measurable is a wasted effort if you don’t learn anything about a) how these measures connect to other important company outcomes and b) how to control those outcomes.

[image: Remember] What you get out of a survey effort, or any analytical project, is predestined in the design phase. A poor research design amounts to taking a very-low-odds shot at learning anything of value; a high-quality design means a greater chance at gaining insights that will move your company forward.


Working with models

Observing and trying to interpret what you observe is a native human activity. It’s the foundation for all survival. In your everyday life, however, you’re often blissfully unaware of the nature of your observations and interpretations, with the result that you make errors in both. People analytics makes both observations about employees and the interpretation of those observations conscious, deliberate acts.

People analytics examines the “people side” of companies as it is, as opposed to how folks with their less-than-reliable “sixth sense” believe it should be. People analytics is superior to the vagaries of individual bias and delusion because its goal is to observe and explain repeating patterns among groups of people, as opposed to attempting to explain the motives of particular individuals. In this, people analytics focuses on the variables that differentiate people into group segments — based on years of prior work experience, for example, or educational background, personality, attitude, intelligence, pay, type of work, tenure, gender, ethnicity, age and many more — in hopes of discovering patterns among these variables.

The understanding and interpretation of those things you measure in people analytics is the reason for using a model: an integrated conceptual mapping representing the relationships of variables, displayed either as a picture, a mathematical formula, or a series of statements containing a verifiable theory. Such models can be extremely detailed and complex, or they can start out as a simple hypothesis: “Producing happier employees produces more productive employees,” for example.

Implied in such a conceptual mapping of variables is a verifiable theory, one that is operationalized into measures, collected from either systems or surveys, and then tested mathematically. If you’re going to measure the hypothesis statement, you must first define what you mean by happy, productive, and employee. After you have defined the necessary terms, you need to figure out how to measure them — but take pleasure in the fact that you’re halfway there to designing a successful survey just by defining the terms carefully and specifying the measurement tools. These steps act as the foundation of your research design, which then shapes everything that comes afterward.



Conceptualizing fuzzy ideas

Conceptualization refers to the process of identifying and clarifying concepts: ideas that you and other people have about the nature of things. For example, think of the common words used in management and human resources — satisfaction, commitment, engagement, happiness, diversity, and inclusion. What do these words mean? When talking about diversity, are you talking about measuring the composition of your workforce by gender and ethnicity, the presence of stereotypical beliefs, any specific acts of discrimination, feelings that reflect prejudice, relational associations that reflect inclusion or exclusion, or all of the above? Is your focus on understanding how these matters apply (or don’t apply) when looked at through the lens of gender, ethnicity, age, disability, socioeconomic status, economic background, personality, philosophical bent, or another factor? You need to be specific if you want to create a research plan and measurement framework that works. Otherwise, you're just talking about fuzzy ideas that nobody understands or agrees on. You can’t analyze that.



Operationalizing concepts into measurements

Though conceptualization represents the clarification of concepts you will measure, operationalization is the construction of actual concrete measurement techniques. By operationalization, I mean the literal creation of all operations necessary for achieving the desired measurement of the concept. The whole of all people analytics rests on the operationalization of abstract concepts for the purposes of analysis. The creativity and skill that are applied to this operationalization effort is indicative of the quality of the analysts — which might explain why results vary so widely.

For example, one operationalization of employee commitment is to record the level of agreement of the employee to the survey item (“I am likely to be working for this company three years from now”) using the standard 5-point agreement rating scale. Another operationalization of employee commitment is to ask the same question with a 7-point agreement rating scale. Yet another operationalization of employee commitment is to provide several statements representing commitment, have the subject record the level of employee agreement for each, and then combine the response to all these statements into an index.

[image: Remember] Though any single statement may miss the mark, the idea of an index is that, by using a combination of statements, you’re better able to grasp the whole.

[image: Remember] Though you have a number of different ways to ask survey questions, constructing surveys so that all survey items are using the same agreement response scale format has several important advantages: 


	First and foremost, it’s difficult if not entirely perilous to mathematically evaluate responses to items when different response scales are used.

	It’s much easier and less error prone for the person taking the survey if they’re asked to use just one scale for the entire survey.

	Last but not least, once you get into the groove of it, you'll see that you can measure a wide range of topics by simply coming up with a statement that expresses the essence of an idea and then asking the person taking the survey whether she agrees or disagrees with that statement.





Designing indexes (scales)

An important tool for operationalizing complex ideas is an index, also referred to as a scale. An index measures a respondent’s attitude by using a series of related statements together in equal (or, in some cases, varied) weights. By measuring attitude with multiple measures, defined together as an index, you can gauge the sentiment of respondents with greater accuracy. The combined measure helps to determine not only how a respondent feels but also how strongly he feels that way within a broader range of values.

[image: Tip] You'll find a ton of examples of statements in the Survey Question Bank in Appendix B.

Let's say you want to measure levels of employee commitment at your company. Using an index to evaluate commitment as a whole would entail using several (carefully chosen) survey items — perhaps items like these: 


	I believe strongly in the goals and objectives of <Company>.

	I fit well into the culture of <Company>.

	I am proud to tell others I work for <Company>.

	If I were offered a comparable position with similar pay and benefits at another company, I would stay at <Company>.

	At the present time I am not seriously considering leaving <Company>.

	I expect to be working at <Company> one year from now.

	I expect to be working at <Company> five years from now

	I would be very happy to spend the rest of my career at <Company>.



If you go with the Likert scale, where each question has a possible value from 1 to 5, the range of the overall index spans from 8 to 40.

[image: Remember] Though indexes at first glance may seem to be asking the same old question in several different ways, they have several important advantages over single items: 


	Well-constructed indexes are more accurate measurement tools than single measures. Though good survey question design insists that you measure only one thing at a time, frequently concepts that you want to measure have no clear unambiguous single indicator. If considering a single data item gives only a rough indication of a given variable, working with several data items can provide a more comprehensive, accurate, and reliable picture.

	Often, you want or need to analyze the relationship between several distinct concepts, but measures with only a handful of response categories may not provide the range of variation necessary for the math to isolate a clear correlation. In that case, an index formed from several items may be able to provide you with the variation you need. A single question with 5 responses has a range restricted by 5 possible values, but 10 questions with 5 responses has a range of 40 possible values. It’s much better to correlate to 40 than to 5, especially if your other variables have a wider range as well.

[image: Tip] Feel free to weight each statement more or less based on its independent correlation to some validating outcome measure — or any other sound logic you want to use. This would mean that, with the same 10 questions, you can achieve a range of values even greater than 40.


	Indexes that gauge sentiment by including employee satisfaction, commitment, or engagement in the mix have proven to be more useful for predicting things like employee exit than any single item alone.

	Indexes produce important summarizations for analysis and reporting: several items are summarized by a single numerical score while preserving the specific details of all individual items for further analysis or explanation only if and when that detail is necessary. This means that instead of reporting all items from the index, you can begin by just reporting the index as a single measure – you may refer to it as a key performance indicator (KPI). Reporting one measure broadly is much easier for everyone to grasp and work with than is reporting the response to all the items that are contained in the index.



When it comes to creating an index, just follow these four simple steps: 


	Identify a research question that focuses on a single concept.

	Generate a series of agree-disagree statements that relate to the concept in varying aspects or intensity.

[image: Remember] The intent is not to create your final index but rather come up with items you want to test for possible inclusion of an index.


	Establish a test group to test your possible index items in order to obtain a survey response to all test items together and to get subjective feedback on each item from test subjects.

You should use a combination of subjective feedback and mathematical analysis to choose the best items to include in the final index. When testing survey items for the first time, you should sit down with at least 10 people and ask them if they find any ambiguity or confusion in the new items. You should also proactively ask the test subjects to explain how they interpret the items on the survey. These conversations, while subjective, will help you see problems you may not have otherwise seen.


	After finalizing your list of statements and combining them into an index, decide whether you want to leave each statement at the same weight in the index or if you want to assign each statement a different weight based on some mathematically defensible logic.





Testing validity and reliability

After you have initially operationalized a measure, your work is far from done. You still need to stack up each specific measure against other concrete measures that either support or contradict the theory you’re trying to prove. For example, if you’re measuring commitment, it makes sense to evaluate your commitment measure against actual employee retention/exit over time or referrals of candidates to open jobs. Stacking measures against other measures (particularly, objective measures) allows you to test, validate, and improve the accuracy of your survey measures over time. If it turns out that your measure of commitment is an unreliable predictor of other, more objective measures that you think should be related, you will need to make changes to improve the measure. If your tweaks don’t work, it's time to abandon the measure.

[image: Tip] Sooner or later, you will learn two important ideas: 


	There’s no single way to measure anything.

	Not all measures are equal to all tasks.




IMPROVING SURVEY DESIGN

 
Here's a handy list of do's and don'ts when it comes to survey design: 


	Avoid hearsay. Ask mostly first-person questions, or in some cases ask about observable behaviors of other specific people. Don't ask respondents to speculate about “the company” or “the culture” or about unidentified people’s thoughts and motives. Don’t worry — you can still measure abstract ideas like “the company” and “the culture,” but you need to frame each item in ways each person can respond using first hand observation or experience and then group these responses up to describe the larger abstract collective, as opposed to asking individuals to speculate about the abstract collective.

	Avoid compound sentences or “double-barreled questions.” In other words, avoid questions that merge two or more topics into one question.

	Avoid loaded and leading questions. That means you shouldn't use terms that have strong positive or negative associations. If your language implies that you expect the respondent to realize that she had better choose the answer you want, then there is a chance she'll choose the answer you want — no matter whether this answer correctly depicts her opinion.

	Avoid unnecessary distractions. Be careful of unusual question groupings and page breaks, which studies have shown can change the way people respond. Be spartan, deliberate, and consistent.

	Avoid questions or scales that pose problems. Use one response scale throughout the entire survey and make sure that the scale has regularly spaced labels of similar length, if at all possible.

It also helps to use a scale with an odd number of choices (3,5,7,11 …). Odd scales allow respondents to naturally choose between an option that is on either end of the scale or neutral. While some survey designs are attempts at forcing difficult choices, research indicates this may frustrate the survey respondent and introduce error in situations where the respondent genuinely has a neutral opinion.

Questions designed to require ranking of multiple items in a list can be useful for some purposes, but this technique should be used sparingly because it is more difficult for the respondent to complete and more exposed to errors than question designs. If your objective is to find the relative positions of a series of statements, there are other ways to infer an order mathematically from the inputs of survey respondents — using a Likert scale, for example — without requiring survey respondents to rank multiple items at once.


	Maintain balance and adhere to healthy design constraints. As much as possible, design survey sections so that they contain a similar number of items, make sure items have a similar word count, and create indexes that have a similar number of items.

	Assess each question for focus, brevity, and clarity. Is the question expressed as briefly, clearly, and simply as it can be? Eliminate overgeneralization, overspecificity, and overemphasis.

	Assess each question for importance. Cull survey questions so that only the concepts that have previously been linked to important company outcomes remain. If questions haven’t previously been measured, at least choose items that have a clear theoretical relationship to an outcome you intend to drive.

	Assess vocabulary. Use the words and phrases that people would use in casual speech. Limit vocabulary so that the least sophisticated survey-taker would be familiar with what she’s reading. Eliminate ambiguous words.

	Test for problems. If you can, try to include some items that can be independently verified for purposes of validation.

	Watch the clock. Test to make sure the survey can be completed in 20 minutes or less.

	Plan to report survey results using the smallest unit of analysis possible within the parameters of the confidential sample-size restrictions. Of course, you can and should also report at higher-level aggregations and by chosen segments (diversity, location, manager, and so on). Specificity and breadth of reporting combined with creativity can help you achieve the level of impact from survey you are hoping for.






[image: Technical stuff] I often hear people provide the advice that you should reduce the number of questions on your employee surveys to increase your survey response rate. My own research and personal experience find this advice to be false — in controlled studies, response rate is virtually unaffected by the number of questions on the survey or previous surveys completed. Once people begin the survey, they are more likely to complete the survey, regardless of the number of questions (within reasonable limits) than those who never enter the survey. Research demonstrates that a list of other factors, notably executive attitude and communication factors, are more important to response rate.




Managing the Survey Process

Large companies with abundant resources (time, people, and money, in other words) might have the option to build their own survey and analytics technology (and support team). Most, however, will likely research the market for options and buy a subscription to one of the many services available. There’s a plethora of service providers for employee surveys that range from the high-touch consulting outfits to self-service software. Besides providing the latest technology, survey vendors can also provide industry-validated measures, thought partnership, benchmarks, robust reports for a large number of segments, in-depth data analysis, and other support such as communication templates, training, and advice. The most important element to address before getting excited about all the bells and whistles is ensuring that your chosen partner has the appropriate infrastructure, documentation, and internal experts to provide employee confidentiality and keep your data secure.


Getting confidential: Third-party confidentiality

Confidential means that personal identity information is attached to individual survey answers but is agreed to be kept private and expressed only outside of the survey database at group levels. It’s a common practice to outsource collection and analytics of survey data to external vendors to facilitate administration of the survey while providing confidentiality. This convention allows the third party to link other employee data that helps with turning results into insights while protecting individual identity and employee trust.

To keep individual confidentiality, responses are expressed at a group level. The best practice is to enforce that results are only expressed for segment sizes of five people or more people. In most cases the criterion is that there must be five or more survey responses to produce a report for a segment.

Some companies, looking to stretch reporting to a broader audience of managers, apply the rule of five to the size of the actual segment population, not to the number of surveys returned, while applying a second criterion for response rate. For example, when I ran the survey program at Google, we applied a dual criterion: a) the segment must contain five or more employees AND b) the segment must have three or more survey responses. We also used these same criteria when I was working with Jawbone. In both cases, we established these criteria because we wanted to get more manager reports and the dual criteria created equivalent confidentiality. Under more simplistic guidelines, the majority of managers could not get a report since a manager of 5 would require a 100% response rate to get a report.

When it comes to confidentiality, however, you have options: 


	Confidentiality with explicit exceptions: Companies with a dedicated internal people analytics team are more and more likely to collect confidential data as described above, while only providing access to the personal details of respondents to specific trusted members of the team for the purposes of data management and analysis. (This option would need to be clearly defined in the employee survey FAQ and would not apply if the people responsible for people analytics “wear many hats” — meaning that they serve in other official HR or management capacities; in this situation, you'd be asking for trouble if you gave such individuals access to individual survey results.)

	Total anonymity: Anonymity means what you think it means — the personal identity of a respondent is kept hidden. The intent of anonymity is to make it impossible to trace back to a specific individual something someone said so that they feel safer to speak their minds. As admirable as the intent may be, this particular practice greatly limits your ability to turn the feedback you receive into deeper insight by connecting it to other employee data. In certain fringe situations, anonymity may be called for, but in my opinion, anonymity isn’t a good choice for people analytics, particularly when it’s possible to use a third party.

[image: Remember] Anonymity can produce more problems than it solves. A common example is that a single employee may hack the anonymous process to provide repeated responses in order to game the overall results or try to get a manager fired. In other situations, employees may just mistakenly assign themselves to groups they don’t belong to. (Trust me — this happens.) Then, when the manager gets the survey results, she discovers that there are a total of 15 responses for a team of 12 people. Such mistakes undermine the integrity of the survey process, leading many to doubt its efficacy. There’s no way to undo the damage here, so the effort — months of work and everyone’s time to take the survey — is totally wasted.




[image: Tip] If you have real concerns about how your employees feel about sharing their thoughts, I strongly recommend taking the advice I give at the beginning of this section: Hire a third-party professional service that can provide services to connect individuals’ responses with data confidentially.



Ensuring a good response rate

The response rate is the percentage of people who have responded to the survey. If you sent the survey to 1,000 people and 700 responded, your overall response rate is 70 percent.

Without getting into the nitty-gritty math of the situation, you don’t require a 95 percent response rate to have a 95 percent certainty that you know what you need to know. The fundamental basis of polling (and, in fact, all of modern science) is that you can mathematically predict the response of a larger body of people with the response of a much smaller sample if you have selected people randomly. Generally, you need many fewer survey responses than you think you do.

[image: Remember] Keep one important assumption in mind: the random part. If there is some pattern to when and why people respond — if who responds is not totally “random”, in other words — then all bets are off. Often, it’s hard to recognize patterns in a smaller dataset, so for this reason you try to get as high a response rate as you can, to cover more ground.


Determining a good response rate

A U.S. senator once made this comment: “This is regarded as a relatively high response rate for a survey of this type” regarding a poll of constituents that achieved a 4 percent return rate. Though a customer satisfaction survey with a response rate greater than 15 percent might be considered a stunning success over in Marketing, those same response rates will get you fired fast in the People Analytics department.

Like most important things, the answer to “What is a good response rate?” is “It depends.” If I had to come up with some answers here, I'd say that a 60 percent response rate is adequate for analysis and reporting, while a response rate above 70 percent is good, and a response rate above 80 percent is very good. Keep in mind that these are rough guides and that demonstrating the absence of a systematic response bias is more important than a high response rate.

[image: Remember] I'm convinced that there's way too much fuss and frantic guessing about what drives the employee response rate for surveys. If I have learned any generalizable truth working with employee surveys at many different companies, it is this: Employees are dying to provide feedback. You don’t have to plead for feedback; just make an effort and get out of their way. If you want an especially high response rate, make the effort as comfortable as you can, given the circumstances.



Examining factors that contribute most to high response rates

If you want to achieve Olympic-medal levels of survey response rates, make sure you have the following down pat: 


	High-quality communication: Everything about the survey needs to communicate a sense of purpose, professionalism, and integrity. Throw in some charm and/or winks to unique aspects of company culture and you have the recipe for a huge success.

	Third-party confidentiality: Use a professional third-party survey partner to provide confidence in individual confidentiality. State the rules clearly. This isn’t a survey among parents for your child’s birthday party. This is a whole lot of working people sticking their necks out for their company — at a minimum, they should be certain that their boss or someone in HR isn’t looking at it and saying, “Well, that one can go if they feel that way.” The employee must have confidence that his response will be reviewed with discretion and that he won’t be singled out.

	A sincere interest in the results: Response rates for employee surveys improve dramatically when a range of important people known to the employee stand up and say, “I want to hear your feedback; it’s important to me.” Communications from SurveyRobot.com (fictitious example) and/or HR are standard triggers for eye rolls when what you really want is a high response rate. Depending on your communication design, you may have a message from the head of HR or automated survey reminders in your bag of tricks; however, these should be preceded and followed by messages from other people: key founders, the CEO, the heads of divisions, managers, and even analysts! People want to know that a real person is responsible for this survey and that they (and the people behind them) care.

[image: Technical stuff] If you use a survey provider, they can work with your IT department to send out invites and reminders from specific people at you company (with their permission). It is also helpful if leaders at your company are willing to send out personal messages before the survey period, during the survey period, and after the survey period. You should have a communication plan in place so each message is unique, personal, and covers the important points that need to be covered.


	Repeated reminders: One survey invitation is not enough. You might think people are ignoring your emails on purpose, when in reality they’re just busy. They think that they’ll return to the message, but the onslaught of other ones pushes it down their inboxes until your message is entirely out of their minds. Little reminders are an important way to regain attention.

[image: Tip] Aside from the obvious email reminders, it’s useful to put up posters, set out table cards in the cafeteria, use the lobby and elevator video screens, put “stickies” on desks, schedule time on work calendars, and so on. Be creative!


	High-quality survey design: There’s nothing worse than a poorly designed survey administered in an unprofessional manner and run by people who clearly don’t know anything about what they’re doing. Opportunity squandered. It is awful, it shows, and people are tired of it. Don’t wing it. Get help.

	Make it competitive and fun: One of the tried-and-true observations I have is that the mere public reporting of the response rate by executives will drive response rate among the teams of all executives. Aside from creating transparency and an indirect spirit of competition, upping the fun factor shows that corporate communication doesn’t need to be boring. I admire executives who inspire their people by competing with other executives. And, by all means, come up with prizes: parties, dunk tanks, swag, bragging rights, and trophies may be just the ticket.

[image: Warning] It’s good to encourage competition over participation, but never sanction a competition between executives in the survey results themselves. By this I mean that employees should never be cajoled, harassed, or threatened for particular response to a particular item. By this I mean, none of that “Hey guys, please rate me a five” stuff. First of all, it’s tacky, and second, it defeats the entire point. I know some companies that actually go as far as to fire managers for trying to influence survey results in that manner. Hopefully, you never have to take that step but, in any case, make it clear to everyone that the survey is not a popularity contest. Just get out the vote! Let the crowd do the rest.


	Establish a track record of running good surveys, doing the right thing, and taking action: The first employee survey at Google achieved a 55 percent response rate, the second was a 65 percent response rate, the third was 75 percent, and then the rate moved up from there. It takes a few years to earn employee trust in the survey effort, but trust can be won. Just be patient — and remember to do the right thing



[image: Remember] Yes, you do want to use communication to the best of your ability so that you can achieve a sufficient response rate for analysis. Despite all that, keep a cool head about your real objective, which is to learn something useful for the good of the enterprise, not to achieve responses.




Planning for effective survey communications

Loads of bad surveys are out there. Toss a stone and you'll hit a bad survey. And, because folks have had it up to here with bad surveys, getting participation requires catching people’s attention and convincing them that this particular survey is worth their time and effort. A comprehensive, thoughtful, and engaging communications plan can help. All the prep work you did to set objectives will come in handy now: who, what, when, and why. Now you only need to interpret that from the perspective of the survey takers.

Never met the acronym WIIFM? Well, say hello to good old “What’s In It For Me?” That's the key question you have to answer for everyone but yourself. Why should people fill out your survey? If you did a good job of identifying action owners and engaging them in the creation process, it’s easier to develop an enticing value proposition and to enlist other people who are both recognized and respected to deliver “the ask.” No, HR emails and notifications from the survey tool are not enough to do it. You need to enlist the big guns. Remember to make it personal and enlist the support of the village.

The stakes involved should be made clear at the beginning, which means right there in the survey invitation. Here are the questions you need to address: 


	What is this survey about?

	Who wants to know this information?

	Why do they want this?

	Why was I picked? (if this is a sample)

	How important is this?

	Will this be difficult?

	How long will this take?

	Is this anonymous, confidential, or what? Will I be identified?

	Is it safe for me to share my opinion? How?

	How will this be used?

	What is in it for me?

	When is it due?



Here's what a survey invite might look like: 


	Hi, Mike.

	I’d like to invite you to participate in the XYZ Survey to help us understand more about your experience as an employee at XYZ Company. We do this survey each year to get a sense of how happy you are, where we're improving, and where we can get better. XYZ Company is a truly special place, and we want to make sure we preserve that uniqueness as we grow. Your feedback will help guide our decisions as we think about where we stand and where to focus our efforts so that we can advance together as a company.

	To participate, please follow this (Hyperlink: Link).

	The survey should take about 5 to 10 minutes to complete.

	Please be assured that your responses are completely confidential. We have commissioned an independent employee research agency, People Analytics, to conduct this survey on our behalf. Their work is being conducted in accordance with our (Hyperlink: People Analytics Code of Conduct).

	If you have any questions about the survey, please email: (Email: survey @ xyz.com) or visit the (Hyperlink: FAQ page).

	I very much value your feedback, and I hope you will take the time to participate.

	Sincerely,

	XYZ






Comparing Survey Data

To compare your survey data, you need something to compare it to. One logical point of comparison is to look at how companies in the same field are faring. That's where benchmarks come in — a set of averages of the responses to the same or similar question collected from other enterprises. Survey vendors and other consulting firms are quite happy to provide (sell, in other words) such benchmarks. They can then be used to understand how your company compares to other companies. Is an Engagement Index score of 70 out 100 good or bad? The answer may not be clear; however, if you can determine that 70 is in fact a statistically significant difference and 33 percent better than that achieved by similar companies, then you can say with some degree of certainty that an Engagement Index score of 70 out 100 is pretty darn good.

Understanding where your employees stand relative to the employees of your competitors or relative to high-performing companies can produce vital feedback, especially regarding crucial concepts, like compensation and benefits. Obviously, most people like to have more of the good stuff and less of the bad stuff — what is more useful to know is the degree to which your population varies from others in your industry, either due to your best efforts or despite them.

External benchmarks can be quite useful; however, you should consider these limitations: 


	Imperfect comparison error: Gone are the days when giant consulting firms could retain their customers indefinitely because they had the best brand-name clients. Nowadays it’s hard to find one firm that holds data from all the top companies in a certain industry. And, if they claim that they do, ask probing questions and you’ll find the holes. For example, some use 5-year rolling averages, which allow them to market old data as new. An aspiration to grow a unique culture coupled with investment and advances in technology and analytics have increased companies’ capability to generate and gather intelligence on their own. Therefore, top brand companies that used to keep decade-long contracts with the Deloittes and PWCs of the world are now quitting consulting firms and mining (keeping) their own data.

	Benchmark target error: There is no single target for all. In today’s world, companies have not only moving targets but also personalized targets. In other words, what makes Google great will not necessarily work for Facebook. It’s okay, and even smart, to check external reference points —and the more, the better. However, do not make those external benchmarks your company’s goal. If you do, you may reach the target but in so doing miss focusing on those items that are important for you.

A better way to win is by looking to improve the key measures that correlate to the outcomes you’re trying to achieve as a company, regardless of whether you’re already ahead of the pack. Let’s say that scores for innovation at your company match external benchmarks, but work-life balance is significantly below the norm. Where would you recommend taking action? I hope you answer “It depends.” If a culture of innovation is a necessary differentiator for your company and the key motivator for the type of people you want to attract, but work-life balance isn’t even in their vocabulary, then focusing on improving satisfaction with work-life balance could be a bad investment for your company.


	Vanity measure error: Even if your company is ahead of all benchmarks, you can’t rest on your laurels. Outperforming against peers can make you complacent, and that is a dangerous thing in today’s fast-changing world. Always be looking to improve, and use external benchmarks for what they are: comparative information at a specific time.

Here’s an arrogance-breaker. Through all of my years of working with employee surveys at different companies, I have noticed an important pattern: New employees nearly always respond more enthusiastically to survey questions than do the same employees a few years later. This may seem to be a natural phenomenon — it fits the pattern of all intimate human relationships — so you may not think much of it. However, if you’re comparing your company to other companies or comparing units to each other within your company, those with newer employees have a distinct advantage hidden in their average. They will seem to have it all together and everything they do is golden; however, as growth slows and tenure increases, the average survey score will tenaciously decline. The natural temptation is to jump to the opposite conclusion: Something is entirely wrong, and these old managers must be driving the company into the ground. These attribution problems are dangerous. The manager may not be either as good or as bad as you think she is. Comparisons without control should be suspect. The question you should always ask is this: Are we comparing apples to apples? The fact is, when it comes to employee surveys, you cannot compare a group that has 50 percent new employees with a group that has 10 percent new employees. If you do, go ahead and crown as “best manager” the manager of the group with the new employees, without even looking at data.




So, yes, you do need a relative point of reference to interpret any point of data (especially surveys), but this point of reference need not be an external benchmark. Other point of reference options include: 


	Current segment score versus previous segment score (Trend): Did the segment measure improve, stay the same, or get worse?

	Segment versus company average (Average): How does the segment measure compare to the company average? Is the segment above, the same, or worse than the company average?

	Segment versus all segments range (Range): How does the segment measure compare to the range of scores for segments of a like size? Is the segment in the high range, in the middle, or at the bottom?

	Segment versus target (Target): How does the segment measure compare to a segment target determined either by executive prerogative or by a number mathematically representing good derived from multivariate analysis of previous survey responses?










Chapter 13

Prioritizing Where to Focus


IN THIS CHAPTER

[image: Bullet] Recognizing data relationships

[image: Bullet] Determining what matters most

[image: Bullet] Prioritizing improvements



In this book, you find lots of measures — metrics as well as survey questions — all designed to unearth information you wouldn’t otherwise see. The thing is, you may start out with just a couple measures, but then, like a feral cat, before you know it you have hundreds of kittens. Yes, kittens are cute, but it’s possible to have too much of a good thing. The same rule applies to the real world. There may come a time when you wonder, “After we get all this data, what will we do with it?” or “How can we possibly keep all these balls in the air and be good at everything we set out to do in the way we approach employee brand and culture?” The good news is that you don’t need to be good at everything: What you need to be good at are those things you've decided to prioritize.

Key driver analysis (KDA) is one data tool you can use to determine what you need to prioritize. It helps you identify which changes will have the biggest impact on the outcome you desire. In addition to being one of the more powerful techniques that you can use to help understand the data you have found in surveys, it's a powerful technique to help your company prioritize what they are working on in people analytics and human resources in general.

[image: Remember] You don’t need an endless list of things you need to do to improve as a company — what you need is to find a short list of things you can change that are important. When it comes to survey data, KDA is useful for exploring a lot of issues and quickly getting to the few that matter.

In this chapter, I show you an example of what the results of a KDA might look like, and then I walk you through the steps it takes to create one on your own.



Dealing with the Data Firehose

Definitions of analytics vary, but I think it is safe to say that everyone can agree that the goal of analytics is to use data to produce something of greater value than the data itself. The “something of greater value” differs from situation to situation. At times, it may be a new way to make decisions, a new insight that would not otherwise be possible, a new solution to a problem, or some other new advantage. Whatever “it” is, we can further say that the goal of people analytics is to produce new business value from our people analytics activities (just like any other version of analytics). The main difference here is that people analytics produces new value through people (the original source of all business value) using people data. The people data we use to generate value can take various shapes: 


	In Appendix A of this book, you will find the technical definitions of over a hundred different metrics that you can use to measure different aspects of companies that have to do with people — metrics to measure the flow of people in, within, and out of the company, metrics to measure the shape of the organization of people, metrics to measure compensation, benefits, diversity, learning, performance distributions, and more.

	In Appendix B of this book, you will find examples of over a hundred different items you can measure on surveys. The survey items can be viewed as standalone measures or applied as segments to the aforementioned metrics in Appendix A.

	In Chapter 4 of this book, I introduce some of the options for segmenting HR data, although I did not comprehensively cover all options. In any case, with a little brainstorming you could easily identify over a hundred different ways to segment the metrics or survey items described above. Each method of segmentation may have anywhere from two segments to hundreds of segments in it.

	In addition to the base elements I have described in the first three bullets (metrics, surveys, and segments) there are many ways to analyze data — people data or data of any other stripe. From a reductionist point of view there are five basic types of analysis you can do with any measure: A) observe a single measure alone at single moment in time, B) observe a single measurement over time to see change, C) observe a single measure by segment to examine differences, D) observe relationship (correlation) between two measures x(y), and E) observe the way that differences or changes in an outcome measure (y) are explained by many other measures (x1, x2, x3, …)



Other than to provide a summary, the point of all of this is to show you the number of permutations of activity that can be created by combining the basic elements and assumptions I have provided. First, if you just combine the metrics and survey measures together, you get 200 (100 + 100 = 200). Second, if you multiply the number of measures times the five types of analysis you get 1,000 things (200 x 5 = 1000). Third, using an online permutation calculator (Example: www.mathsisfun.com/combinatorics/combinations-permutations-calculator.html) if you calculate the number of possible analysis outputs you could create if you did these 1000 things applied to 500 segments you get …

Drum roll. The answer is that you get 2.7028824094e+299 options for output. That’s the short answer. Typing this out the long way, the complete number of analysis outputs you can produce is: 270288240945436569515614693625975275496152008446548287007392875106625428705522193898612483924502370165362606085021546104802209750050679917549894219699518475423665484263751733356162464079737887344364574161119497604571044985756287880514600994219426752366915856603136862602484428109296905863799821216320.

That's a lot of output! Making output tell a better story with better visualization techniques is a good idea, but dang, you're going to have a lot of different stories to sort through. If the goal of people analytics is not more activity, but instead more value per unit of activity, it begs the question, “How do you know which of the many possible activities and outputs will offer the most value?”

Because the goal of people analytics is to extract value from data before the end of your lifetime, or at least just before running out of time and resources at your current company, then speed, learning, and focus are going to be essential. You know that speed is important — the time clock is always ticking. You also know that learning — specifically, learning about people with data — is important. It’s kind of the point. But something that doesn’t get nearly enough attention is focus.

Here's where key driver analysis (KDA) can be of help, since its sole purpose is to use employee survey data to investigate the relationship between a number of measured items (drivers) and some specific attitudes, behaviors, or other consequence (intended outcome). A specific attitude, behavior or other consequence can be a key performance indicator, or KPI for short. To keep our terminology straight, in the section below I explain a two-pronged approach to survey design and analysis that acknowledges the role KPI’s play in KDA.



Introducing a Two-Pronged Approach to Survey Design and Analysis

There are really two very different types of surveys: key performance indicator (KPI) surveys and key driver analysis (KDA) surveys. You should use both types of surveys or, at the very least, know which one you are doing when, how and why.


Going with KPIs

The primary purpose of a KPI survey is to evaluate ongoing success at achieving some pre-defined objective. You do this by asking respondents to express their level of agreement with a statement or series of statements. (If you want to use a series of statements as a KPI, they should be combined as an index.) To ensure wide respondent participation, a KPI survey should have a specific and narrow focus. That means a KPI survey should be constrained to only a handful of questions — 10 items or less, for example. By definition, a KPI survey should be suitable for rapid, repeated, ongoing administration with little cost.

The primary method of analysis of a KPI survey is to report the ongoing trend (as a whole and by company segment), compare segments to each other, and provide a basis to correlate a regularly collected survey-based employee KPI with other operating and business measures captured in the same segment frame and time frame.

[image: Remember] A KPI can be measured regularly in a survey devoted entirely to just capturing this one KPI or it can be added to a bigger, less frequent survey. The reasons for conducting an independent KPI survey as opposed to making it part of a larger survey are different. I will talk about the purpose of a larger survey in the next section.



Taking the KDA route

In a key driver analysis (KDA) survey, the primary goal of the survey is to understand which of many different survey items best explain or predict a chosen consequence the company cares about — a chosen KPI. Although a KPI serves as the focal objective of key driver analysis (KDA) survey, do not confuse the purpose, design, and analysis of the KPI survey with the KDA survey – the two are used together but are totally different animals.

Contrary to many believe, the purpose of including so many items on an employee survey is not to evaluate opinion on many items relative to each other — instead it is to evaluate the relative strength of the item variance to explain or predict the variance in some behavior or consequence. You ask so many questions so you can evaluate key drivers of a KPI, not because you believe all the questions on the survey should be treated as their own KPI.

The primary method of analysis in KDA is correlation; at least the important part. The KPI is used as the dependent measure (y variable) and all other survey items are the independent measures (x variables). The KPI may be pulled into the KDA dataset from outside the survey effort (attrition, performance, customer satisfaction, sales, on time departures, and so on) or it may be measured on the survey itself at the same time.(Engagement Index, Commitment Index, Intent to Stay, Team Effectiveness, or Employee Net Promoter Score, for example. are common survey-derived KPIs, often collected along with a lot of other items thrown in “just for good measure”.)

After the items from the KDA have been analyzed to determine which ones are most and least important in explaining (or predicting) the KPI, the next KDA survey should be modified to remove those items that have little value in understanding the KPI. The removal of items frees up room to test new items which may prove to be more valuable than the old items you've discarded.

In contrast to KDA, KPI measures should remain consistent over time. KPI surveys are for measuring things you already know matter; KDA surveys are for learning new things you don’t know already. Learning new things requires deliberate experimentation. The introduction of new KDA measures should be guided by the advancement of a theory, as represented by a model you've settled on. (For more on models, see Chapter 10.)

KDA surveys occurs less frequently than KPI surveys, but they contain more items so you can identify which actions would have the highest probability of influencing the KPI measure. After a series of high priority actions have been identified, the actions can then be tested for impact on the KPI using control and experimental groups. If after applying the action there is no change in the KPI, then the theory was incorrect, and you must go back to your KDA data or conduct a new KDA survey with new items. If the related issues identified by the KDA are dealt with successfully, you should then see a change in the KPI measure, which indicates you should systematically expand the successful action across the company.




Evaluating Survey Data with Key Driver Analysis (KDA)

KDA is important because it combines two perspectives into one analysis: the percent of responses to the item that were unfavorable and the correlation of the item to a KPI. Rather than jump right to the end of the story, I want to show you these two perspectives separately, just as they are found in their natural habitat. See Figure 13-1 for a view of typical employee survey data output sorted from least favorable to most favorable.

[image: Chart presenting a complete list of employee survey items sorted from least favorable to most favorable.] FIGURE 13-1: A complete list of employee survey items sorted from least favorable to most favorable.




Figure 13-1 may be a little difficult to see at this resolution. Figure 13-2 shows a cleaner view of just the bottom 10 and the top 10.

[image: Chart presenting a complete list of employee survey items sorted as bottom 10 favorable and top 10 favorable.] FIGURE 13-2: Employee survey items: Bottom 10 favorable, top 10 favorable




Figures 13-1 and 13-2 are pretty normal ways of looking at employee survey data. Percent Favorable is a calculation of the percent of people who “Agreed” or “Strongly Agreed” with the statement. Unfavorable is just the opposite. In the example, the company was going through some hard times and you can see this in the survey data. The least favorable items should be of concern to you, to say the least.

This brings us to another way of analyzing the same survey dataset: correlation. In short, correlation is a mutual relationship between two or more things. I am going to use correlation in the KDA in a moment, but I first want to show what the output of correlation looks like by itself.

Here's the task I've set for myself: Out of all the questions on the survey, I want to understand which ones most correlate to a measure I call Intent to Stay, which is a KPI measure I included on the survey. The item I use to measure Intent to Stay is: “I expect to be working for <Company> one year from now.” Remember that correlation is a statistical measure of the relationship between two variables. In the case of the example in Figure 13-3 below, y= Intent to Stay, x is an item of the survey, and the correlation calculation for every item in the survey targets Intent to Stay.

[image: Chart presenting a complete list of employee survey items sorted as a correlation of survey items to the Intent to Stay KPI (Key Performance Indicators).] FIGURE 13-3: Employee survey items: Correlation of survey items to the Intent to Stay KPI.




In Figure 13-3, the number you see in bar graph to the right represents the Pearson correlation coefficient, also referred to as Pearson's r, the Pearson product-moment correlation coefficient, the bivariate correlation, r (just the lowercase letter), or just correlation coefficient. (Pearson must have been a spy; this guy had a lot of names!) The correlation coefficient is a calculated measure of the linear correlation between two variables x and y — the range between 0 and 1 indicates the extent to which two variables are linearly related.

While correlation does not indicate a causal relationship, the larger your correlation coefficient, the more the variables change together, indicating at least the possibility of a causal relationship. The smaller your correlation coefficient, the less likely that is.

Figure 13-4 is a cutout of the top correlates of Intent to Stay from this survey, with some contrasting items I have left in for perspective.

[image: Chart presenting a complete list of employee survey items sorted as correlation with Intent to Stay KPI (Key Performance Indicators) — Top Items.] FIGURE 13-4: Employee survey items: Correlation with Intent to Stay KPI — Top Items.




So, yes, “I would recommend <Company> as a great place to work” is the most highly correlated item to “I expect to be working for <Company> one year from now.” That makes sense, but it's also not that enlightening. That’s OK, though, because this item is followed by “I see future opportunities for myself at <Company>” and then some other stuff. Helping someone see future opportunities for themselves at <Company> is a little more practical to achieve than making the whole company better all at once. In any case, you may see many practical areas of focus at the top of this list. If your objective is to get people to stick around a little while longer (while you figure out whatever is troubling your company) you want to get good at the things at the top first.

What we can glean from the correlation results shown in Figure 13-4 is that if an employee selected a low number for one pf the top 10 items, they were also more likely to select a low number on the Intent to Stay measure. Alternatively, if they selected a high number on one, they were also more likely to select a high number on the other. The lower the correlation score the less that is true – there was no pattern. (That's pretty much the whole idea behind correlation, by the way.)

[image: Remember] With this report on correlation we now know the items that should be of most concern to us, if we are at all concerned about retaining employees; however, this report doesn't tell us how well the company did on the items. To know that, we need our favorability score, but that is stranded on the other report. Wouldn’t it be nice to have them in one place? Yes! You got it. That’s what the KDA is. We are going to get to that below.

Suffer me one more point to make. If you selected a different KPI other than Intent To Stay to correlate to, then you get yet another list of items in a different order. See Figure 13-9, where I define the KPI as Team Effectiveness.


Yes, Figure 13-5 shows a different list of important items than 13-4, but that doesn’t mean that one is right and the other is wrong; it simply illustrates the point that what you have defined as your KPI matters and will necessarily drive (drive as in the second word of key driver analysis) what actions you take if your decisions are based on what is on these lists.

[image: Chart presenting a complete list of employee survey items sorted as a correlation with Team Effectiveness– Top Items.] FIGURE 13-5: Employee survey items: Correlation with Team Effectiveness– Top Items.






Having settled the point that what you choose as your objective will necessarily drive your priorities through key driver analysis, I’ll return to the original Intent to Stay KPI focus and put it all together, as shown in Figure 13-6.

[image: Chart presenting a complete list of employee survey items ranked by Importance.] FIGURE 13-6: Employee survey items ranked by Importance.




Figure 13-6 provides the missing consolidated view of Item Favorability and Correlation to Intent to Stay. So that you can see what I’m doing more clearly, I have trimmed the list — otherwise the list could include a ranking of all 40 items.

The first column to the right of the survey item name shows the percentage of people who responded unfavorably to the item. Just to the right of that is the correlation of the item to Intent to Stay. The column furthest to the right, “Intent to Stay Importance” is a calculated metric I created to combine the favorability and the correlation in one measure. The value of the number you see there in the Importance column has no absolute meaning — it simply allows a rank ordering of items.

So what is Figure 13-6 telling us? Clearly, when it comes to employee retention, there are some serious leadership issues that require some introspection, corrective action, and communication. These issues may be what is bleeding into employees’ interest in recommending the company to others. The next most actionable item on the list has to do with career opportunity and clarity about possible career paths at the company. Finally, it wouldn't hurt to build up a greater sense of camaraderie and teamwork for the company mission.

[image: Remember] The items I just described, if improved or resolved, are more likely to have an impact than items near the bottom of the list. As good as the items on the bottom of the list may seem in general, putting focus there will just distract from the issues that our data show matter most.

To close out this section, I want to circle back and spell out how I calculated the Intent to Stay Importance figure. Figure 13-7 shows the formula I used in Excel's formula bar: =(F22*100)*(E22*100). Translating from Excel-speak to the language I've been using in this chapter, you multiply the correlation coefficient by the percent unfavorable — except both are fractions, so I have to convert them into whole numbers first by multiplying both sides by 100 before carrying out the operation

[image: Screenshot of an Excel sheet depicting how to calculate item “Importance”, by converting them into whole numbers first by multiplying both sides by 100 before carrying out the operation.] FIGURE 13-7: How to calculate item “Importance”.






Having a Look at KDA Output

Check out Figure 13-8, which shows you a typical key driver quadrant, the preferred method for displaying the output of a key driver analysis. This particular infographic allows you to see two intersecting information points: the correlation of a series of survey items to a chosen KPI (axis =x) and the average favorability of the company response (axis =y). Figure 13-8 also shows how you can divide survey items into three distinct categories: 


	Improve Weakness: The high importance .37 and low favorability (35 out of 100) percent puts Executive Communication in the lower right quadrant of the KDA chart.

	Leverage Great: The high importance .39 and high favorability (89 out of 100) of Pride in Company can be seen in the upper right quadrant of the chart.

	Disregard: In other items on the survey, there is a range of favorable and unfavorable responses, but those items should be ignored because they aren’t important — as they relate to Intent to stay.



[image: Illustration of the key driver quadrant for likelihood to exit, depicting the survey percent favorable score versus the correlation to Intent to Stay.] FIGURE 13-8: Key driver quadrant for likelihood to exit.




[image: Remember] Broadly speaking, you want to explore a wide range of measures to uncover what is most important. (By important, I mean whatever influences a chosen objective outcome or KPI). Measuring your effort against influence of outcomes as opposed to volume of activity is the new people strategy that KDA allows. KDA helps you better understand where to focus your energy so that you can get the results you’re looking for.



Outlining Key Driver Analysis

OK, I've done my KDA for the day. Now it's your turn. Here's a step-by-step look at how you'd carry out your KDA: 


	Decide what KPI you want to understand, predict, or drive.

Here are some examples: 


	What drives candidate attraction?

	What drives employee happiness?

	What drives employee engagement?

	What drives individual performance?

	What drives team performance?

	What drives employee commitment?

	What drives intent to stay or likelihood to exit?

	What drives employee retention or exit?




	Find or create a measure of what it is you want to understand, predict, or drive.

If it’s an attitude like employee happiness, engagement, or commitment, you’ll need to design a survey index. If it’s something else —actual performance or exit, for example — you’ll need to get that data from wherever it lives, probably in your human resources information system (HRIS).


	Go get the data.

Most KDA begins with a broad set of data collected from surveys that ask employees to express their level of agreement with a series of statements about different aspects of working for the company and attitudinal KPI measures such as satisfaction, commitment, and engagement. You can find sample survey categories and items in Appendix B.


	If it is not already in one dataset, bring all the data together in one dataset.

	Bring the data into a statistical application (such as Minitab, R, SPSS, STATA, or STATISTICA) or Excel and run the Pearson Correlation procedure.

	Correlate the response to each survey item and the KPI outcomes you want to change (increase or decrease) to derive the strength of relationship.

The goal of correlation is to establish the strength of the relationships between potential drivers (attitudes and behaviors) and consequences (employee attrition, customer satisfaction, sales, or measures of organization citizenship and performance).


	Use the magnitude of the relationship to identify the factors that matter and the order in which they matter, based on the strength of the relationship.

You will use the correlation coefficient to plot and sort the data.


	While you're at it, calculate the average value or percentage of favorable responses of the measure by segment to identify the segments with the weakest measures.

When you analyze survey data, in some cases you may report the percentage of responses that are in a range you define as favorable. Hold on to this information, too — you will use it together with the correlation coefficient to plot and sort your data.


	Construct visual quadrants, models, and other tools to communicate the findings to others and plan actions to influence the intended outcomes.

To help you focus on those actions that will have the most impact, consider the relative strength of the relationship of each driver with key outcomes and the current level of company or segment performance on that driver.






Learning the Ins and Outs of Correlation

Whenever you first start working with a dataset, it’s always helpful to first visualize the data you have so that you can see the shape of it. You can visualize data in many different ways. How you choose to do so depends on the data you’re working with and the questions you’re trying to answer. In key driver analysis, your objective is to understand key associations between two or more variables. Given that objective, I recommend using scatterplots to see the relationship between two variables. This section shows you how.


Visualizing associations

You can visualize the relationship between two variables by graphing them in a scatterplot. A scatterplot can be used to gain a first impression about whether a relationship exists between two variables and to observe the direction and strength of the relationship.

Figure 13-9 shows the relationship between an employee's engagement with a company and the perceived levels of support that employees feel they’re getting from the company.

[image: “Illustration of scatterplot in which each dot represents 1 of 183 people’s summarized support-and engagement index responses.”] FIGURE 13-9: A scatterplot between support and engagement at Acme Company.




In Figure 13-9, each dot represents 1 of 183 people’s summarized support-and-engagement index responses, which was captured on a multiple-question survey at the same time: 


	The horizontal axis (the x-axis) shows the employees’ perception of support on an index from 0 to 100.

	The vertical axis (the y-axis) shows the employees’ engagement on an index from 0 to 100.



Figure 13-10 shows the same scatterplot with one arrow pointing to an individual with a 20 score on the Perceived Support index and a 30 score on the Engagement index (A) and another arrow pointing to an individual with a 58 score on the Perceived Support index and about an 80 score on the Engagement index (B).

As the perceptions of support increase, so does engagement: in other words, when x increases, y tends to increase; by this you can infer there is a positive correlation between the two pieces of data.

[image: Illustration of the same scatterplot with one arrow pointing to an individual with a 20 score on the Perceived Support index  and another arrow pointing to an individual with a 58 score on the Perceived Support index.] FIGURE 13-10: Person A, Support = 20; Person B, Support = 58.






Quantifying the strength of a relationship

You can numerically quantify the strength of a relationship between two measures by using something called the Pearson product-moment correlation. The result is a correlation coefficient that is represented by the symbol r (lowercase letter r). The correlation is used to quantify the association between any two measures. (For the purposes of this example, the measure I call support and the measure I call engagement.)

The correlation coefficient varies from an r of –1, which indicates a perfect negative correlation to 1, which means a perfect positive correlation. Figure 13-11 shows three examples of scatterplots that show a positive correlation, three scatterplots that show a negative correlation, and one scatterplot that shows no correlation whatsoever. (A correlation coefficient for no relationship would mean r = 0).

[image: Illustration of sample scatterplots, illustrating seven different types and levels of correlations.] FIGURE 13-11: Sample scatterplots, illustrating different types and levels of correlation.




A correlation between two variables means that they move together. A correlation between two variables allows you to make a prediction about where one variable will be based on the location of the other. The further the correlation is from 1 or –1, the more error you have in predicting one variable based on the other.

Think about a couple who have been dancing together their whole lives. As one partner steps, the other knows where to go and vice versa. If the correlation is 1, the couple is moving in such a way they might as well be thought of as one and the same person. The further the correlation is from 1, the more chaotic their dance routine appears. They don’t seem to go together at all.



Computing correlation in Excel

When I was in college, we students had to compute correlations by hand — it took a lot of time, and it was prone to errors. Now people use software. Although you can find a number of affordable applications for statistics — Minitab, R, SPSS, and Stat Lab come to mind — often you can get by using only Excel. Computing a correlation coefficient with the help of the Pearson product-moment correlation is one of those times. Here's how to do it: 


	Set up the data in rows and columns in Excel.

Have one column for each variable and one column for the person ID. Each row should represent the same employee’s data on two variables: support and engagement. Figure 13-12 shows a portion of the dataset. (You can see 21 people and the support and engagement scores for each person.)

[image: Tip] Always use numerical ID’s when working with data. If you ever want to bring in other data later or find some way back to check your facts, the ID will be instrumental. Sometimes people keep names in datasets, but names aren’t as good as IDs, for a number of reasons — names are stored with variations, names change, two people can have the same name, and names are personal. People get uncomfortable with personal data associated with their personal name floating around on your computer. When I’m working with data, I want to be able to get back to the person if I need this to do my job, but I don’t want my dataset to get personal or risk divulging anyone’s personal secrets so I use IDs; you should too.


	In any cell, type = PEARSON (

	Select all values for the first variable.

My data for support appears in column C, and the data goes from cell C4 to cell C24.


	Type a comma (,) and select all values for the second variable.

My data for engagement appears in column D, and the data goes from cell D4 to cell D24.

Be sure to select the same number of values for both variables.


	Close the parenthesis and then press Enter to get the correlation.

The correlation for this data, between support and engagement, is .5363185. As the scatterplot back in Figure 13-9 showed, there’s a positive correlation between support and engagement.




[image: Screenshot of an Excel sheet for setting up the data accordingly to compute a correlation. ] FIGURE 13-12: Setting up the data in Excel to compute a correlation.






Interpreting the strength of a correlation

After you compute a correlation, you need to interpret the strength of the relationship. In other words, what does a correlation between support and engagement where r = .54 actually mean?

Though correlations are context dependent, it can help to have some guidance on what you’ll see. Researcher Jacob Cohen examined correlations in peer-reviewed behavioral science research and provided these guidelines: 


	Small: r = .10

	Medium: r = .30

	Large: r = .50



If you want a general guide for how to interpret a correlation coefficient, Cohen's schema is better than most.


CORRELATION DOES NOT IMPLY CAUSALITY

 
You've probably heard the old saying “Correlation isn’t causality.” It means that just because one variable is correlated with another doesn’t mean that one variable is caused by the other variable. In other words, just because you found two people at the scene of the crime doesn’t mean that they’re both guilty. There are various possibilities: 


	The dark-haired guy is the criminal; the blonde is the victim.

	The blonde is the criminal; the dark-haired guy is the victim.

	Neither is guilty.

	Both are guilty.



It’s an important part of the story that you found them at the scene of the crime together, but all parties are innocent until proven guilty.

It’s not possible to determine a causal relationship with correlation alone. What correlation can do is help you see the association between the variables and point you in the right direction. To determine causation, you need other methods. See Chapter 16 to learn how to use experiments to determine causation.






Making associations between binary variables

Quite often in people analytics, you encounter binary data that takes the form of yes/no, high performer/other, sourced from university/other, stayer/leaver, minority/nonminority, and so on. It's possible to understand the association between binary variables just like you can understand the association between measures with bigger numbers; you just have to do it a little differently.

If you were predicting employee exit in the period 12 months from hire, for example, all employees can be classified as either meeting this condition or not, as in “Yes, they left the company in their first year” (1) or “No, they did not leave in their first year” (0). Of course, you wouldn’t look at this by itself; you would also want to include other data to see how other conditions coincide. For the sake of a simple example, Figure 13-13 adds two additional prehire factors — College and Experienced — to the employee exit data. In each column example, if the candidate met the criteria, there’s a (1); if not, there’s a (0).

[image: Screenshot of an Excel sheet presenting the first-year exit and prehire characteristics.] FIGURE 13-13: First-year exit and prehire characteristics.




The simplest way to analyze the association between all these variables is to leave your data in Figure 13-13 the way it is and ask Excel or your statistics application to calculate the Pearson product-moment correlation. You can interpret associations between binary numbers the same way you'd do with the Pearson correlation r for continuous variables.

To compute the association between any two characteristics or conditions the long way, follow these steps: 


	Count the number of new hires who lasted the year and met the conditions for one of the other variables in cross-tab tables.

For example, in the following minitable, I have counted those new hires who exited the company in the first year and were hired from the college recruiting program and those who exited in the first year and were not so hired. I also calculated the same factors for those who didn’t exit in the first year. 





	


	College hire





	Exit


	Y (1)


	N (0)







	Y (1)


	6


	4





	N (0)


	2


	9








Note where the a, b, c, and d are in this equation key:





	


	College hire





	Exit


	Y (1)


	N (0)







	Y (1)


	a


	b









	To determine the correlation between two binary variables, use the numbers found in the first table, the key found in the second table, and the following formula: 


	[image: math]

	A correlation between binary variables is called phi, and it’s represented by the Greek symbol Φ



For this example, the computations would look like this: 
[image: math]

In this case, the correlation between employees who exit in their first year and who were selected from the college recruiting program is .43.






Regressing to conclusions with least squares

Though there are many ways to draw lines through your data, the least squares analysis is a mathematical way that reduces the distance between the lines you draw and each dot in the scatterplot that serves as the basis for those lines. This analysis can be done by hand or by using popular statistics software such as Minitab, R, SAS, SPSS or by using Excel.

Figure 13-14 shows the least squares regression line from the scatterplot using the support data and engagement data from Figure 13-9.

[image: “Illustration of a scatterplot depicting the least squares regression line using the support data and engagement data.”] FIGURE 13-14: Least squares regression line.




The math, done by the software, can give you the equation to the regression line: 


Engagement = .5395(Support) + 28.37



The regression equation takes the general form of y = b0 + b1x + e, where y is the predicted value of the dependent variable (engagement), b0 (the y-intercept) is where the line would cross (or intercept) the y-axis, b1 is the slope of the predicted line (how steep it is), X represents a particular value of the intendent variable (support), and e represents the inevitable error the prediction will contain.

In this example, the regression equation indicates that the predicted Engagement index is equal to y = 28.37 + .5395 times the support index.


Creating a regression equation in Excel

To create a regression equation using Excel, follow these steps: 


	Insert a scatterplot graph into a blank space or sheet in an Excel file with your data.

You can find the scatterplot graph command on the Insert ribbon in Excel 2007 and later.


	Select the x-axis (horizontal) and y-axis (vertical) data and click OK.

Put what you want to predict in the y-axis. Engagement data is in column B, and support data is in column C. You now have a scatterplot.


	Right-click any of the dots on the scatterplot and select Add Trendline from the menu that appears.

The Format Trendline dialog box opens, as shown in Figure 13-15.


	If necessary, click the arrow next to Trendline Options to open the submenu, and then select the Display Equation on Chart and Display R-Squared Value on Chart check boxes.

The Excel Add Trendline feature automatically defaults to Linear, which is good if you expect it to display a linear trendline against your data, which we do in this case. If you have some other expectations or want to experiment with non-linear forms, you can test the other options provided in the menu. (Don’t worry, you won’t break anything.)

You now have a scatterplot with a trendline, an equation, and an r-squared value, as shown in Figure 13-16. The regression equation is (as expected) y = .5395x + 28.37.




[image: Screenshot of a Format Trendline dialog box for adding the regression equation and r-squared value to the trendline. ] FIGURE 13-15: Add the regression equation and r-squared value to the trendline.




[image: Illustration of a scatterplot with a regression line, and an r-squared equation, computed in Excel. ] FIGURE 13-16: Scatterplot, regression line, and equation, computed in Excel.






r2 : Coefficient of determination

r2 (“r-squared”), also known as the coefficient of determination, is a calculated value that is a standard output from regression analysis. It tells you how well the best-fitting line actually fits the data. After you have the correlation coefficient, r, r2 is calculated by simply multiplying the correlation coefficient by itself (squaring it). r2 is interpreted as the proportion of the variance in the dependent variable that is explained by the independent variable(s). A higher r2 indicates that differences in the independent variable(s), x, does a good job of explaining differences in the dependent variables(s) (y). An r2 closer to zero implies that the outcome is unexplainable by the data included in the model.

For example, a correlation of r = .5 squared becomes .25. Note that r2 is often expressed as a percentage — 25 percent, in this case. As you can see, even a strong correlation of above r = .5 still explains a minority of differences between the variables.

[image: Remember] A low r2 likely indicates that you have missed important variables in your analysis, so it would suggest that you need to add new data or new survey items.

Though a high r2 doesn’t necessarily imply that you have measured everything that matters, it can tell you whether you have done a reasonable enough job to understand what is going on and make a decent prediction.

r2 is used in the context of statistical models whose main purpose is either the prediction of future outcomes or the testing of hypotheses on the basis of other related information. It provides a measure of how well-observed outcomes are replicated by the model, based on the proportion of total variation of outcomes explained by the model. The equation takes predicted scores in a dataset and compares them to the actual scores. The coefficient of determinations is the square of these two.




Cautions

Watch out for the following three factors when correlating data: 


	Range restriction: Two variables might have a low correlation because you’re measuring one of the variables in a narrower range than the other.

	The missing “third variable” problem: It’s often the case that another variable you aren’t measuring at all is actually influencing several of the variables you are measuring to move together. The two variables you are measuring appear to be related or causing each other to move but in reality the third missing variable is what is more important. For example, crime statistics appear to be associated with ice cream consumption statistics. Before you board up the local ice cream shop, it may help to pay mind to the fact that both crime and ice cream consumption are associated to a missing third variable temperature: there is more crime in the summer. There may even be a fourth missing variable — free time of youth. This is not a book on criminology, so I will leave this to the criminologists to decide.

	Nonlinearity: The relationship between variables needs to be linear — that is, it needs to follow a line somewhat. If the relationship curves downward or upward, a linear correlation or regression equation will not properly describe the relationship






Improving Your Key Driver Analysis Chops

So you have completed your first key driver analysis. Now what? Prepare to make your next one even better. Here are some ways you can make your next KDA even better: 


	Remove items that are redundant. Remove any items that correlate with any other item above .70 and share the same mean or percent of favorable responses.

For example, in the survey I used above, we asked employees about leadership and management in a lot of different ways. We had aspirations for specificity, but it turned out employees didn’t care about the nuances. Employees simply agreed or disagreed with those statements the same way. They think the manager is good, or they don’t. You are going to have to get the nuances in another way. That being the case, why ask a question in ten different ways if two would do? Feel free to remove eight.


	Apply multiple regression. It's a similar idea to correlation but uses a different method. If you are not familiar with multiple regression yet, visit Chapter 14 in this book. Here is brief intro to what I’m asking you to do: 


	Multiple regression analysis works by examining the correlations between many x variable inputs (survey items) and one KPI (y) to identify the best combination of survey items and the relative contribution of each item to explain the selected KPI.

	The idea behind multiple regression is that it provides a calculated output measure that tells you how well all of the combined x variables (call this your model) predict the y variable – calculated by adjusted r2 and/or F statistic (sometimes called Significance F). The adjusted r2 gives you the proportion of variance explained by your model which provides a rough indication how far you are on your journey to understand the KPI. If you have only explained 10% of the variance in y with your model, you still have a lot more work to do on your model. (You can improve your model by revising your theory and adding more survey items.) On the other hand, if you've already explained 60% or more of the variance in your KPI, then your model is doing a really good job and you might consider telling everyone this.

	Last but not least, the output of multiple regression tells you how much each x contributed to your understanding of the KPI (on a relative basis) and whether or not you can be confident in the magnitude of each x variables' contribution to the KPI. Multiple regression puts all this in a neat little table for you called the coefficients table.

	Again, you can learn more about multiple regression analysis in Chapter 14. For now, the takeaway is that you want to see whether or not each survey item is statistically significant — you want to know the p-statistic (also known as the p-value). After you have completed a multiple regression. you should replace the correlation coefficient you were using above (represented by lowercase r in correlation) with the coefficients (represented by the lowercase b) from the multiple regression coefficients table.



To make a long story short, the results from your multiple regression analysis give you an opportunity to remove any items that turn out to be not as significant as you thought they were. Now you can remove any items the multiple regression shows you are not statistically significant and at the same time replace the correlation coefficient you were using (lowercase r) with a better one (lowercase b).

Revise your theoretical model and begin to create new items to add to your next survey. Consider that, if there are a thousand possible items you could add to your survey, and the first time you ran the survey you picked 50 items, then there are 950 chances you missed an item that would have been better to include on the survey. 


	How do you know if you have the right items? Well, what we learned in this chapter is that the best set of items depends on the KPI you have selected, so first you need to get that in order. You have measured the KPI and you have done a KDA. The adjusted R2of your multiple regression analysis provides a clue if you have missed an important factor or two The larger the adjusted R2, the closer you are to retirement. The smaller, back to the drawing board.

	How do you get the right items? The ideas about what items should or should not be included on the survey reflect views that may or may not be accurate. The common assumptions about what items should be measured on surveys may or may not help the company get to the outcomes you or the leaders you support want in the end. Whether censoring of survey items is of the intentional or unintentional variety, the selection of survey items produces a bias that gets relayed into the survey analysis and into any downstream analysis that follows. Others will see things you didn’t and vice versa. In one individual may, and often will, be wrong. The way you get it right is through trial and error, guided by theory, which should be made clear with a visual model and discussed with others. I encourage you to check out Chapter 10 for more on models; my discussion there might inspire you beyond the brief words I have here.













Chapter 14

Modeling HR Data with Multiple Regression Analysis


IN THIS CHAPTER

[image: Bullet] Working with data in multiple linear regression analysis

[image: Bullet] Learning to complete multiple regression analyses in Excel and SPSS

[image: Bullet] Interpreting multiple regression summary output



If you were going on a great adventure to a place where nobody had ever been before you and you could bring along one thing, what would you bring? I don’t know what you would choose, but if I could only bring one thing, I’d bring multiple regression, a form of linear regression that is used to explain the relationship between one continuous dependent variable (Y) and two or more independent variables (x1, x2, x3 …).

Why put so much faith in multiple regression? Well, if people analytics is this great journey to the unknown and you need to travel light, then multiple regression is a great tool to put in your backpack. It is the machete for the jungle, the life vest for the ocean, and the fire starter for the North Pole. It may not be the only thing you need to survive in the wild, but once you get familiar with it, you will want to sleep with it close by your side at night.



Taking Baby Steps with Linear Regression

When it comes to the analysis of people, multiple regression is (in the right hands) a superior weapon to nearly all others. Multiple regression is an incredibly versatile statistical tool with a number of important advantages, not the least of which is the ability to see the influence of one variable on another variable while controlling for the influence of many other variables at the same time. People are complex and so seldom can the behavior of people be explained sufficiently by only two variables at once (x and y).

I’ll start this chapter with a simple two variable regression. Why? Well, if you were to boil all linear analysis down to its essence, multiple regression analysis included, there are a few important things you need to understand, and a simple two variable linear regression will make these important things easier to see. Once you understand these important things, then you can move on to multiple regression. You must master fighting one ninja first, before you can fight 12 of them at once.

If you could stare into the distance ahead of you and calculate the movement of two ninjas swinging their swords at the same time, you could then see a number in your mind’s eye that represented the exact location of each sword, which would allow you to plot the numerical intersection of the location of both swords over time on a graph, so you could then carefully draw the best line you could between all the plots you just created to try to see if the two swords are moving together — if you did all that, then you'd have the outline of a basic linear regression analysis. Maybe I am being too poetic. See Figure 14-1 to see what I described in my mind’s eye in terms of a problem more suitable for people analytics.

[image: Graph of a basic linear regression analysis depicting the correlation between employee engagement and job quality.] FIGURE 14-1: A graph of the correlation between employee engagement and job quality.




It can be described visually, as it is in Figure 14-1, or it can be described as an equation: y = b0 + b1(x), where y represents the numbers on the vertical axis and x represents the numbers on the horizontal axis. As for b0, that's the mathematically derived y intercept for the line formed from your plots — the point where your plotted line crosses the vertical axis. b1 represents the mathematical slope of the line. Slope is just like a hill. Some hills are steeper than others and you have to go up or down depending on where you are starting from and where you are going. Visually, you see the angle of the hill (slope) on the page by travelling with your eyes from left to right. The way you see slope mathematically is to calculate the unit change in the y variable for each one unit change in the x variable. Remember you were watching those ninjas’ swords move at the same time. The line is your visual summary of their joint movement, and the foundation for this particular mathematics. Recall we called it linear regression. Linear means line. Now you basically have it!

If the two things you had observed in the wild were not ninjas, but rather {job quality} and {engagement} (as shown in Figure 14-1) and you had followed the procedure I just described, you would end up with {engagement} = b0 + b1({job-quality}). The intercept, b0 would be a number, as would b1. To predict where engagement is at an any time, you just need to know where job-quality is and multiply job quality by the number preserved in the location of b1 and add it to the number recorded in the location of b0. Written as a shorthand mathematical expression, the information you went through all this effort to record becomes lighter to carry around and easier either to transfer to others or to use on your own at some later date.

[image: Remember] In the not-so-distant past, instructors or students would sit down with a sheet of paper and calculate the linear regression. Fortunately, you don’t have to do that anymore; you have your trusty friend Excel or a statistics application that can calculate the linear regression for you. I bring up the graphs and the lines and a little of the math because it’s helpful to know what you’re trying to achieve and how it connects to the outside world so that you have a better grasp of what it all means when the statistical application spits things out.

The example I mention shows the relationship between a variable I call {Job-Quality} and one I call {Engagement} — a 2-variable linear regression, in other words. Whether your understanding of this relationship is useful depends on what you are trying to do, but before you do anything, you had to first be able to describe the relationship mathematically. If you now know the way {Engagement}and {Job-Quality} move together, you have a clue for how they work. Assume you want to move {Engagement}, your next task might be to do something to try to get {Job-Quality} to move and then see what happens to {Engagement}.

What if you knew more than just {Job-Quality} for each employee? What if you also measured what each employee has observed about her manager — {Manager-Quality}, in other words — and you also have measured what employees think about the Company {Company-Quality}? You can use that information also! If you can combine {Manager-Quality}, {Company-Quality}, and {Job-Quality} in a mathematical equation, you might have a more accurate appreciation for the location of {Engagement} than if you used the {Job-Quality} score alone. You could think of {Company-Quality} and {Job-Quality}as tools to help you predict or explain the location of {Engagement}. You won’t know there is causal relationship just yet, but you can learn enough to know how they move together and go from there.

When you work with more than one independent variable, it’s called multiple regression. If linear regression is your basic everyday knife, then multiple regression is a Swiss army knife — a utility knife made with a bunch of different blades for different situations, scissors, and maybe a toothpick, too. In multiple regression, as in linear regression, you find multiple b0 coefficients — just like you did above in the simple two ninja scenario — only now you can get the coordinates for as many of the ninjas as you want at the same time. With many independent variables, however, my visual tool breaks down because I can’t show you scatterplots in so many dimensions at the same time on a two-dimensional piece of paper. The simple example I have provided requires four dimensions. I can’t even imagine what that kind of ugliness would look like if I tried to draw it. So, because no one can draw persuasively in four dimensions, the convention developed by those ancient people who paid a lot for paper is to just dispense with the drawings and stick to the math instead. This way, all you need to do is write a brief equation down: 


y’ = a + b1(x1) + b2(x2) + bn(xn) …



For the current example, the outline of the equation is 


Predicted {Engagement} = a + b1{Job-Quality} + b2{Company-Quality} + b3 {Manager-Quality}.



You can measure the overall fit and measure of each of the variable’s coefficients. (Coefficient is the word used to represent the funny letter/number combinations (b1, b2, b3) that stand for the multipliers used for the variables to get the unit change in the predicted {engagement} score.) I won’t go through all of the mathematics for finding the coefficients in the multiple regression equation, because that gets unnecessarily boring and complicated. (I will tell you, though, that the letter b here stands for beta or beta-weight.) Instead, I go right to how to get the answers you want using either Excel or any statistics application.

Here are a few things to keep in mind before you proceed: 


	You can have any number of x-variables. I use four in my example just to keep it to a handful of columns.

	Basic linear regression and multiple regression are built on certain important assumptions. Assumptions can feel like drudgery, but if they’re broken, you get the wrong answers. I start things off in this chapter with the useful and fun “how-to” part of multiple regression, but if you have not taken a college course in statistics and if this is the first time you are using regression yourself, you should seek the counsel of a data scientist, a behavioral scientist, or a mathematics professional with a 4 to 8-year college degree that included several years of college level statistics to put you on the right path, provide advice, and certify your results.





Mastering Multiple Regression Analysis: The Bird's-Eye View

After you have constructed a dataset that includes all the variables you want to test, you can carry out the multiple regression in any statistical program (such as R, SPSS, SAS, Stata, STATISTICA) or even in Excel.

Before diving into the details of the menus native to any specific application, here’s a high-level overview of how to do a multiple regression: 


	Identify the independent variables you want to include in your model for whatever dependent variable you want to understand or predict.

In the example, I want you to understand the relationship between the perception of certain key employment features that I think matter and a measure of employee engagement.


	Use employee systems and/or surveys to collect information as quantitative measurements (data).

If you already have those measurements stored somewhere, “unstore” them. Do it now.


	Bring the data together, import it into R, SPSS, SAS, Stata, STATISTICA, Excel, or whatever other program you choose, and then select the appropriate regression procedure based on the nature of the dependent variable.

Point the application to the dataset and tell it to go, in other words.

The application spits out some summary tables as output, including tables indicating the statistical significance of not only the overall combination of independent variables at explaining the dependent variable but also the statistical significance and magnitude of the contribution of each included independent variable.

[image: Remember] These outputs are just like correlation coefficients, except for the fact that, unlike correlation coefficients, these beta coefficients (remember we talked earlier about b0, b1, b2, b3…) take into consideration the other variables, so they represent the independent effect of each variable in the model.


	After you’re confident that the model works, use the beta coefficients to construct mathematical models, perceptual models, and other conceptual tools that are useful to communicate the results of your analysis to others and work with them to plan your next actions.



It’s just that simple. Well, close. Below I show you how to do this in 10 steps in Excel. Microsoft adds a few steps. Now, maybe you are the type of person who has no interest in ever doing a multiple regression in your life and in particular not in Excel. Well, that’s OK. One reason why I included this chapter is so that you can see that some of the most complex people analytics anyone will ever tell you about can be performed in 4 to 10 easy steps that probably take about 5 minutes total to do in a desktop application most people have already have that costs less than $150 dollars per year. How about them apples?

After the simplicity of all this sinks in, you might be wondering, “What sort of charade am I missing here? This is it? Is this a secret to a better work life balance? Those sneaky nerds were holding out on us! What could they possibly be doing with all their time?”

Before you totally lose it, let me try to explain. The real work of people analytics is defining the problem to be solved, determine what questions when answered will shed light on the problem in question, formulate a model of what concepts you think matter, devise a way to get data to measure those specific concepts and then get it all together in one file that you can apply statistics to — only then do you get to hit Go. All the work I mention has to occur before you can even get the data into Excel (or the statistics application). The real work of people analytics is in the setting up of the data and the explanation of the result, and therefore I aim to spend a majority of my time in this book concentrating on those topics.

[image: Tip] Multiple regression is one of the options in Excel's Analysis ToolPak add-in, but not all versions of Excel have this capability. Excel is great for accessibility and transparency in working with data, but it does lack some of the robust features included in other statistics packages. For example, the regression option in Excel can handle multiple regressions with continuous dependent variables, but it doesn’t offer support for the logistic regression procedure, which is necessary for dependent variables that are binary (1,0), such as employee exit. If you were to use binary logistic regression to analyze what variables relate to employee attrition, you would make Exit your dependent variable, classifying all employees as 1 or 0. 1 = exited and 0 = didn’t, or vice versa). You might be able to get by using Excel for a time, but if you’re a doing a lot of work with statistics, you’ll eventually need to acquire another statistical application to “up your game.”



Doing a Multiple Regression in Excel

Though I like to do my more advanced statistical work in more advanced statistical applications, in this section I show how to do a multiple regression in Excel because … well, because I'm pretty sure you have Excel and I'm not sure you have any of the more sophisticated applications.

In any event, here's what you would need to do in Excel: 


	Put the data you want to work with into a single Excel worksheet and label the columns with the variable names you want to use.

Figure 14-2 shows what such a worksheet would look like, using the {Engagement}, {Job-Quality}, {Company-Quality), and {Manager-Quality} variables.


	If you haven’t already added the Analysis ToolPak, start by choosing Excel Add-ins from the Tools menu.

	In the Add-ins dialog box that appears, select the Analysis ToolPak check box and then click OK.

	Click the Ribbon's Data tab.

You should now see the Data Analysis button on the Ribbon's far right end. (You can also find the Data Analysis option on the Tools menu.)


	Select the Tool menu's Data Analysis command or click its button on the Data tab to open the Data Analysis dialog box, shown in Figure 14-3.

	When Excel displays the Data Analysis dialog box, scroll through the Analysis Tools list, select Regression, and then click OK.

Doing so opens the Regression dialog box, shown in Figure 14-4.


	After identifying the y and x values, use the Input Y Range text box to specify the worksheet range holding the dependent variables, and then use the Input X Range text box to identify the worksheet range reference holding the independent variables.

[image: Tip] If you include the variable names in the column headings and these column headings are part of the range of observations you have already specified, be sure to select the Labels check box.


	(Optional) Click any additional options in the dialog box that you want Excel to provide in the Regression output.

For example, if you know what you are doing with this, you can select the Confidence Level check box and enter a value, then Excel will automatically calculate the corresponding confidence level for you based on what you have entered. If you don’t know what an option is or why you would fool with it, then ignore the option and proceed with the default.


	In the Output Options section, select a location for the regression analysis results.

I usually just stick with the default here — New Worksheet Ply — which puts the results on a new page.


	Give the entire regression dialog box a quick inspection to make sure you caught all of the output options you want and when you are ready for the magic to happen, click OK.

The Excel Regression Analysis tool automatically provides a range of summary statistics from multiple regression. Figure 14-5 shows the output of the Excel Regression Analysis tool when applied to the sample dataset.

Don't let some of these more obscure terms scare you. I provide more details on the definitions of these words and their use in the following section. 


	The Regression Statistics table includes the Multiple R stats, R-Squared stats, Standard Error stats, and Observations stats.

	The analysis of variance (ANOVA) table includes information about the degrees of freedom, sum-of-squares value, mean square value, f-value, and significance of F.

	Beneath the ANOVA table, the coefficients table supplies information about the regression line calculated from the data, including the coefficient, standard error, t-stat, and probability values (p-values) for the intercept — as well as the same information for the independent variable.



If you selected scatter charts options in the Regression dialog box, Excel also plots out some of the regression data using simple scatter graphs.




[image: Screenshot of an Excel sheet presenting the {Engagement}, {Job-Quality}, {Company-Quality), and {Manager-Quality} dataset.] FIGURE 14-2: The {Engagement}, {Job-Quality}, {Company-Quality), and {Manager-Quality} dataset in Excel.




[image: Screenshot displaying the Data Analytics dialog box to scroll through the Analysis Tools list, to select Regression.] FIGURE 14-3: Excel displays the Data Analysis dialog box.




[image: Screenshot of the Regression dialog box displaying the Input Y and Input X ranges with labels and 95% Confidence Level.] FIGURE 14-4: Excel displays the Regression dialog box.




[image: Screenshot of an Excel sheet presenting the output of the Regression tool that plots out some of the regression data using simple scatter graphs.] FIGURE 14-5: Output of the Excel Regression tool.






Interpreting the Summary Output of a Multiple Regression

As I explain earlier in this chapter, multiple regression is used to understand how multiple independent variables (x1, x2, x3, …) are statistically related to one dependent variable (y) and to what degree. This powerful statistical tool is capable of helping you do several things at once: 


	Mathematically describe the form of the relationships between multiple variables (x1, x2, x3, …) and (y)

	Mathematically determine how good the overall model is at explaining or predicting the behavior of (y)

	Mathematically isolate the independent contribution of each variable (x1, x2, x3, …) to the total variance in (y)



That's what we are going for, but some of the terminology used to explain the results of multiple regression can be intimidating. To lower the intimidation level, in this section I walk you through what you can expect from a standard multiple regression output summary by defining some of the terminology and explaining some of the logic.


Regression statistics

The first thing you see in Excel output for multiple regression is the table with the header Regression Statistics. This table gives you the big picture about your analysis. Practically speaking, it allows you to answer questions such as, “How good is my model?” In more detail, it answers, “What percentage in the variation in Y is explained by the many x variables that were included in the analysis?”



Multiple R

Right off the bat, the first thing you see in the top row under Regression Statistics is Multiple R. No, this is not the introduction to a story with two pirates greeting each other. Big picture, Multiple R is telling you how good this dataset you have created is at doing its job. Technically, Multiple R is the absolute value of the correlation coefficient — basically, the correlation coefficient without the negative sign. Good pirates are never negative!

[image: Remember] A correlation coefficient is a measure of how closely two variables move in tandem with each other. In this case, the two variables that are being correlated are a) the location of the model’s regression line (the line Excel drew through all the dots on the graph) compared to b) the dots Excel used to position the line. Correlation coefficients range from -1 to +1, but since Multiple R is the absolute value of the correlation coefficient, it can only range from 0 to 1. The correlation coefficient is also referred to as the Pearson correlation coefficient or Pearson’s r.

The Multiple R in the case of our example, .769, indicates that our model including the variables {Company-Quality}, {Job-Quality}, and {Manager-Quality} does a good job creating a linear equation that correlates with {Engagement}. You know this because it is close to 1, which would be perfect.



R-Square

R-Squared, or R2, for short (Excel, for reasons unclear to anyone, calls it “R-Square.”) is sort of like the story of Santa Claus — he may be dressed differently in different places, but what he does for children is pretty much the same everywhere. R-Square, R-Squared, Coefficient of Determining, R2, and Multiple R-Squared, it doesn’t matter; they all mean the same thing.

R2 is a calculated variable that indicates the proportion of variance in the dependent variable y that is explained by the x variables (x1, x2, x3, …). Another way of putting it is that R2 tells you how good you would be at predicting the location of y if you know the location of the x variables. Yet another way of saying it is that R2 indicates the percentage variation in y that is explained by the x variables. Like Multiple R, the calculated values in R2 ranges between 0 and 1. In fact, as the name suggests, R2 is equal to the square of Multiple R — meaning R2 is equal to Multiple R multiplied by Multiple R. “Arr!”, the pirates say.

Coming back to our example, we know that a unit change in {Engagement} will be influenced by a variety of factors, including: the job, the company, the manager, peers, pay, and maybe other things. If we knew everything that influenced {Engagement}, the R2 would be 1, meaning if we have all the x variables that matter, we can predict the value of {Engagement} perfectly with no missing variance or error. In our example, we don’t know everything that matters yet; we just know three things: {Company-Quality}, {Job-Quality}, and {Manager-Quality}. The R2 is telling us that when these three variables are combined together in a model, they can explain roughly 60% (.59) of the variance in {Engagement}. The other 40% left behind is error or things we don’t know yet that matter.

[image: Remember] R2 ranges from between 0 and 1 — the closer R2 is to 1, the better the x variables are at predicting the y variable. You can also say that R2 represents the percentage of variance in y explained by the x’s included in your dataset. What you consider to be a “good” R2 will vary depending on context, but you can always say that .30 is better than zero, .50 is better than .30, .70 is better than .50, and so on.

If the R2 value is an abstract calculated value, you can also look at the ANOVA table, which is another output of multiple regression produced by most statistics applications. Like R2, the ANOVA table also provides statistics on the performance of the xy predictions made within a particular dataset. I tell you more about ANOVA in the later section, “Analysis of variance (ANOVA).”



Adjusted R-square

Adjusted R-square is a calculated value unique to multiple regression. When you have more than one x variable in your analysis, the computation process inflates the calculated R2 accidentally. Adjusted R-square is an adjusted version of R2 that removes the accidental inflation created by the number of variables added to the model. The adjusted R-square increases only if the new term improves the model more than would be expected by chance. It decreases when a predictor improves the model by less than expected by chance.

Going back to our example, the Adjusted R-square is .589, which is very close to the R2 value of .591, showing there was an insubstantial amount of accidental inflation created by the number of variables in the model. Recall we only used three variables. If we added 97 other variables, the R2 may be higher than it should be just by chance, inflating the R2. The Adjusted R-square removes this inflation problem and so it is better to use. The statistical output provides both so you can see what is going on and then fiddle with your dataset inputs and run again if you want or need to.



Standard Error

You can find the standard error in the summary, right under Adjusted R-square. Standard error can also be designated simply by the letter S. Both Adjusted R-square and S provide an overall measure of how well the model works, but S provides the point of view of the error. S represents the average distance that the observed y values fall from the regression line or, in short, the average error of all the individual y predictions made by the model. Conveniently, S tells you how wrong the regression model is, on average, using the units of the y variable. Smaller values are better because they indicate that the real y observations are closer to the fitted line, which represents the y prediction.

In our example, as shown in Figure 14-5, the S of our prediction of {Engagement} is 8.58, meaning that each time we use a person's measures of {Company-Quality}, {Job-Quality}, and {Manager-Quality} to predict their level of {Engagement}, we are on average off by 8.6 units of {Engagement}. We measured {Engagement} on a scale of 0 to 100, so on average our prediction is off by about 9%. Some of our guesses are high, some are low, and some are right on what we would expect, but on average we are only off by about 9 units. So, if we used the three variables we know to estimate that a person’s likely {Engagement} score is 70, then we are very confident their real {Engagement} score is somewhere between 61 and 79. The better our model is, the closer this range will get to the real value.



Analysis of variance (ANOVA)

In the Excel regression output, below the Regression Statistics table you find the ANOVA table next. This table gives you yet another way to think about how well the x variables you selected to be in your multiple regression model worked to explain the y variable. The analysis of variance table provides the breakdown of the total variation of the y variable (across all the individual observations in your dataset) in explained and unexplained portions.

The sum of squares regression (SS Regression) is the variation explained by the regression line; the sum of squares residual (SS Residual) is the variation of the dependent variable that is not explained.

[image: Remember] Most of the ANOVA table is firmly out there in the weeds of statistics. For your purposes, you probably don't need to know all the details. What I want you to look out for in an ANOVA table is the Significance F on the far upper right of the table. This is the summary of the entire analysis of variance in your model.



Significance F

You see Significance F to the far right in the ANOVA table; beneath this header is a calculated value. The simplest way to understand the meaning of the calculated value is to think of it as the probability that your regression model is wrong and needs to be discarded. You want the Significance F to be as small as possible. (Look carefully, because Excel uses scientific notation if the value is so large or small it exceeds 12 decimal points. If the number is less than zero, there is a minus sign before the exponent)

You can see in the example in Figure 14-5 that the Significance F is so small that Excel had to use scientific notation (1.80728E-94). The scientific notation is telling you the decimal point should be 94 places to the left of 1.8. Like this: .00000000000, … OK, I’ll stop there. For all intents and purposes, this extremely small Significance F number indicates that the probability the result is wrong and needs to be discarded is pretty much zero. This is the part of the story where if you have been working on a model for months, you can get out the bottle of champagne. Go ahead, give a glass to each of your co-workers and your boss and make a toast.

Technically speaking, the Significance F is the probability that the null hypothesis can be rejected. The null hypothesis is a funny little game professors of statistics play on students to keep them on their toes. The null hypothesis is a default position that there is no relationship between the x variables and the y variable. Since in the example the probability that there is no relationship is extremely small, you can say that the model is statistically significant.

[image: Remember] Significance F is similar in interpretation to p-values, discussed in the next section. The difference is that the Significance F is the significance test of the entire model as a whole, whereas the p-value is the significance test of each variable at a time.

I am so excited about our model’s significance that I’m not going to bother with anything else in the ANOVA table — I’m going to take you right down to the Coefficients table.



Coefficients Table

As you proceed through the summary, eventually you find a table that provides summary statistics on each x variable you have included in the multiple regression model. (If you used column labels for variables, you see these names as part of the table.) The coefficients table will tell you what x variables you have included in your model are statistically significant and will also tell you what independent impact they have on the y variable, while controlling for impact of other variables in your model.

As is to be expected, you will have multiple x variables in your multiple regression equation. (That's why it's called multiple.)

Recall the basic mathematical form of the multiple linear regression model is y = a + b1(x1) + b2(x2) + b3(x3) … In the coefficients table you will find the intercept value corresponds to the a in the regression equation. You also will find the coefficient values that correspond to the b values for each x variable. If you plug in the numerical values you want or expect for each x at a point in the future into the regression equation and then do the algebra, it outputs a single number that represents the predicted future y.

The first summary statistic to look at is the coefficient. This can be found in the second column. After the Intercept value, there will be a value for each variable you have included in your model. The value found represents the unit change in the y variable from each unit change in the x variable. The larger the value in the coefficient column, the more a unit change in x will impact y. Therefore, the relative value of each x variable coefficient represents the relative impact each x variable has on the y variable compared to all the other x variables. You can rank order the x variables impact on y by their coefficient value.

[image: Remember] Everything I have stated just now about the coeffients assumes all the variables you are comparing are statistically significant. If a variable is not statistically significant, the magnitude of the coefficient does not matter. If a variable is not statistically significant, you should ignore it or remove it from your model.

A unique feature of the resulting multiple regression equation is that it can be used to predict things. After running a multiple regression analysis, you can use the x coefficients' output in a formula to predict how much a change to each x variable will likely affect the y. For the purpose of predicting y given x inputs, if you know what x variables (x1, x2, x3, …) are significant, you can create an equation using regression coefficients (b1, b2, b3, …) corresponding to those X variables. After you have those details, you can simply plug the x variable data you have into the equation to make a y variable prediction.


Knowing which x variables are statistically significant

To determine which x variables are statistically significant, you should look at the p-value column. p-values are just like the F statistic I describe earlier in the chapter, except p-values reflect the statistical significance level of each variable separately, whereas the F statistic represents the statistical significance of the entire model. The p-value tells you the probability that the estimated coefficient is wrong. p-values range between 0 and 1. You want the p-value to be as small as possible because you want to keep the probability of being wrong as low as possible. Usually I consider a p-value to be statistically significant if it is less than .05 — this corresponds to a 95% confidence that the coefficient is not a result of chance. Situationally, you may decide to use some other cutoff —.1 or .01, for example — depending on how much risk you want to take based on what you are analyzing.

[image: Remember] The p-values represents each variable's statistical significance; whether or not the variable has any practical significance can be assessed by the coefficient value. The larger the coefficient, relative to other coefficients, the more a change in the x value corresponds to a change in the y value — and therefore the more practically significant it is. However, a large coefficient that is not also statistically significant should be ignored entirely because the lack of statistical significance indicates it is most likely a result of chance. In other words, bigger is not necessarily better; bigger and significant is better.



Determining what a specific correlation table can tell you

Looking back at Figure 14-5, what the multiple regression model indicates is that {Engagement} is dependent on {Company-Quality} and {Job-Quality}, while {Manager-Quality} did not have a significant impact.

If an employee has rated {Company-Quality} 50 and{Job-Quality} 50, then you can expect that employee to have an {Engagement} score of 53.94. ({Engagement} = 14.94 + .46 (50) + .32 (50))

If another employee has rated {Company-Quality} 100 and{Job-Quality} 100 then you can expect that employee to have an {Engagement} score of 92.94. ({Engagement} = 14.94 + .46 (100) + .32 (100))

If yet another employee has rated {Company-Quality} 90 and{Job-Quality} 40 then you can expect that employee to have an {Engagement} score of 69.14. ({Engagement} = 14.94 + .46 (90) + .32 (40)



Interpreting specific intercepts

The intercept of 14.94 indicates that {Engagement} will be 14.94 if an employee rates both {Company-Quality} and{Job-Quality} a zero. This is arrived at because when {Company-Quality} and{Job-Quality} are zero, their relative contribution is zero because each of the coefficient values is multiplied by zero, leaving only your intercept value of 14.94. If you drew the line for the linear equation {Engagement} = 14.94 + .46{Company-Quality} + .32{Job-Quality} then 14.94 is where the line would touch the y axis.



Interpreting specific coefficients

The coefficient .46 for {Company-Quality} indicates that every unit increase in {Company-Quality} increases {Engagement} by .46 units.

The coefficient .32 for {Job-Quality} indicates that every unit increase in {Job-Quality} increases {Engagement} by .32 units.

In the example of Figure 14-5, both statistically significant coeffients have positive values. In theory, a coefficient could have a negative value and that would mean something different. If the coefficient of the variable is negative, for every unit increase in the x variable, the {Engagement} will decrease by the value of the coefficient.

We have only three x variables in our example. If you had 20 variables in your multiple regression model, then the coefficient table would be larger, and you would see a coefficient value for every x variable in the multiple regression output. The interpretation of these coefficients will be the same.

Interpreting specific p-values

Recall, the value for the p-values is the probability that the corresponding coefficient of the x variable is not reliable; it could be zero.

{Company-Quality} has a p-value of 1.0306E-29, which is scientific notation for a very small number. Since this is scientific notation and you see the negative sign after the E, you know your decimal will move to the left the number of decimal places you find after the E. Since this very small number is less than .05 (my cutoff for statistical significance) you can reject the null hypothesis that {Company-Quality} has no impact on {Engagement}. Basically, {Company-Quality} is statistically significant.

{Job-Quality} has a p-value of 2.7675E-12, which is scientific notation for another very small number. Since this very small number is less than .05, you can reject the null hypothesis that {Job-Quality} has no impact on {Engagement}. Basically, {Job-Quality} is statistically significant.

{Manager-Quality}, on the other hand, has a p-value of .101, which is not less than .05 so you cannot reject the null hypothesis that {Manager-Quality} has no impact on {Engagement}. Basically, {Manager-Quality} is not statistically significant. This is why I excluded it from the rest of the conversation above.





Moving from Excel to a Statistics Application

You just learned how to run a multiple linear regression in Microsoft Excel! I don’t know what you think about that, but I think that is pretty great that you can do something this advanced in Excel.

The upsides of Excel for statistics are that it is inexpensive, you probably already have it, there is a plethora of help for it that you can easily find online, and if you are doing other work in Excel already, it may provide a comfortable transition for you.

The downsides of Excel for statistics are that it doesn’t have all of the statistical methods you may want to apply, and Excel doesn’t have as many built-in functions and nifty tools designed for statistics that applications built for statistics do. Frankly, Excel is bare bones compared to other desktop applications built for statistics.

I suggest you try to use Excel for as long as you can, and only purchase a real statistics package when you exceed the capabilities of Excel for what you are trying to achieve. An example of a statistical procedure you may want to try that isn’t supported by Excel is a logistic regression. A logistic regression is what you would use to analyze or predict a binary outcome — an either/or outcome, like whether someone will stay or leave over the course of the next year. You won’t find a logistic regression option in Excel, but you can find it in almost any current statistics application, like R, SPSS, SAS, Stata, or JMP. Because you already learned how to do a multiple linear regression in Excel, I want to move on now to show you how to do a logistic regression in another application, and for this I choose SPSS.

[image: Remember] You can download many statistics applications for free from the Internet, as either trial software or freeware. Even the most expensive statistics applications, like SPSS cost less than $1,500 for a single-user desktop license.


CONSULTING THE ADVICE OF A STATISTICS PROFESSIONAL

 
When you choose to analyze data using multiple regression, it is important to check to make sure that the data you want to analyze can actually be analyzed using multiple regression. Missing important assumptions can put a wrench in what you are trying to achieve. The worst thing that can happen is that you may get it going and get a result but because an important assumption is missing, the multiple regression may cause you to be more confident about something that is not true at all — I’m not okay with that.

Checking for assumptions isn’t technically difficult or time consuming; it just requires you to know the jargon of statistics and apply a lot of attention to detail. It doesn’t add too much time to run a few preliminary statistical procedures, look at some scatterplots, and click a few more buttons in a statistics application after you get to the point of performing the analysis. What is difficult is that you have to know what you are looking for in the first place.

The most important decisions surrounding the type of statistical analysis you use and how to interpret the output are usually made by a data scientist, a behavioral scientist, or a mathematics professional with a 4 to 8-year college degree that included several years of college level statistics. If you aren’t one of these animals, you should consult one to help you check assumptions, work through problems you run into, and check your work until you’re completely comfortable on your own. If you do all the setup work and follow-up you really only need these specialists help for a few hours here and there — their advice is worth a lot more than it costs you.

Don’t be surprised if, while analyzing your own data, one or more of the assumptions required isn’t met. This isn’t uncommon when working with real-world data. However, don’t let that stop you — you can always find remedies for these problems with the assistance of statistics professionals.






Doing a Binary Logistic Regression in SPSS

The logistic regression is a special kind of regression tool for binary outcomes. In that sense, a logistic regression is just like a regular multiple regression, except that the y variable is a condition that is binary — either On (1) or Off (0), in other words. Another way of saying it is that a logistic regression version of regression is used to estimate the probability of a binary categorical dependent variable based on one or more independent variables, allowing for the measurement of factors that increase the odds of a given binary outcome.

An example of a binary dependent variable where the outcome can be only one of two possibilities is employee exit. The binary outcome may be determined by observing, over 12 months, whether the employee exited the company. If the employee exited the company in that 12 months, then that variable is recorded as a 1; if the employee stayed, it’s recorded as a 0. The options are binary: For all relevant employees, the y variable {Exit} can be only a 1 or a 0.

Here are the steps to complete a binary logistic regression analysis in the SPSS statistical application: 


	For setup in advance of working in SPSS, put the data you want to work with in a single Excel worksheet and label the columns with the variable names you want to use.

The sample dataset has {Exit}, {Function}, {Job_Level}, {Tenure_Category}, and {Tenure_YRS} variables, as well as 14 other variables (Q1, Q2, Q3 … Q14), as shown in Figure 14-6.


	With SPSS open, tell it to load the Excel worksheet you put your data in, using whatever name you used to save it.

After you open SPSS, ignore whatever windows are open and use your cursor to click on the File option on the light blue IBM SPSS Statistics application ribbon. A sub menu list will open. From this menu list, use your cursor to choose Import Data. Again, another sub menu list will open and from this list use your cursor to select Excel. Click on the Browse button. Navigate to and select the filename of the Excel file you want SPSS to use and double click it with your cursor.

After you have selected the Excel file, SPSS displays the Read Excel File dialog box (see Figure 14-7), which shows part of the dataset in the Excel worksheet you have selected as well as some options. Generally, everything here is fine, and you can just click OK, but you should give the dialog box a quick inspection to make sure everything is the way you want it to be.


	Click OK.

Doing so brings up the SPSS Statistics Data Editor, as shown in Figure 14-8.

In the data editor, you should see your variable names along the top row and the data itself in the lower rows, much like it appeared in Excel. Notice on the bottom of the screen that the Data View tab is highlighted in blue. If you click the Variable View tab, you can inspect what data type SPSS thinks each of your variables is and change the data type here if you need to.


	From the SPSS main menu, choose Analyze ⇒   Regression ⇒   Binary Logistic, as shown in Figure 14-9.

Doing so opens the Logistic Regression dialog box, shown in Figure 14-10.


	Using the list on the left side of the dialog box, identify your Dependent (y) and Independent (x) variable names.

The idea here is that, after you highlight a variable (or multiple variables at the same time) in the list, you'd use the arrow icons to move the selection to the section of the dialog box where it (or they) should be.

[image: Remember] By default, SPSS uses the Enter method for multiple regression. If you know something about the different regression methods and want to change this to something else, you can; otherwise, stay with the default setting. The same advice applies to any of the other selections in this dialog box. You aren’t required to enter a selection variable. Without a selection, it defaults appropriately.

You’re just about ready to run the logistic regression; however, I want to show you several of the options available from this screen that make useful modifications to the output you receive.


	In the Logistic Regression: Save dialog box, select the Probabilities and Group Membership check boxes.

These options add columns to your dataset that will add a probability of the binary outcome and the most likely outcome category for each record. Though you can do many different things with this output, one of the more useful tasks is to compare the predicted outcome value with the actual value. You can use this strategy to try to identity patterns that may help explain the cases that the model is able to predict — or not able to predict, for that matter.


	Select the Save option.

Doing so opens yet another dialog box — this time, the Logistic Regression: Save dialog box, shown in Figure 14-11.

While you're here, check out any of the other options that you might find interesting, depending on your level of statistical acumen. None of them is required, but it's nice to know what's available.


	Click Continue when you’re ready to move on.

This step takes you back to the main Logistic Regression dialog box.


	Back in the Logistic Regression dialog box, click the Options button. (Refer to Figure 14-10.)

Doing so brings up the Logistic Regression: Options dialog box, shown in Figure 14-12.


	(Optional) Look through the options and click all the additional ones that you want SPSS to provide in the regression output.

For example, if you select the CI for exp(B) check box and enter the confidence level you want, SPSS automatically calculates a confidence level for you with the specifications you specify. (CI here stands for confidence interval, which is just another way of expressing confidence level. In the example, I selected CI for exp(B) and input 95%.)

[image: Remember] exp(B) is SPSS’s word for the coefficient. Remember that the x variable coefficient is represented by the letter b, which stands for beta or beta-weight. Nothing to be afraid of – it is all the same stuff.

Look for the classification cutoff in the lower right corner of the dialog box as well. SPSS defaults to .5, or 50 percent, so the probability for the 1 categorical response to the outcome variable must be greater than 50 percent for the model to classify it as a 1. In the employee exit example, I know that the base probability of exit is 15 percent, so I set the classification cutoff to .3 to classify the value as a 1 when the odds of being a 1 are at least two times the base rate. (This is a judgment call.)

Note that the model stays about the same, but it does change where you’re more willing to accept error. Do you want to error more in predicting the 1s, or do you want to error more in predicting the 0s? Changing these settings can give you different results.


	Identify what additional summary data you want returned, if any, and then click Continue when you’re ready to move on.

This step takes you back to the main Logistic Regression dialog box.


	Back in the main Logistic Regression dialog box, click OK. (Refer to Figure 14-10.)

SPSS runs the logistic regression analysis and automatically opens a screen showing the summary statistics, as shown in Figure 14-13.

Figure 14-13 shows the initial output of the binary logistic regression analysis. As you scroll down, you will find a variety of summary statistics and tables.

Rather than spend additional time in this chapter interpreting the output of this binary logistic regression, let me point you to Chapter 16 in this book, where I cover this topic in a practical application.

For all practical purposes, your job is complete and the answers you’re seeking are in the output file.

After you have done all this work in SPSS, you may want to inspect the actual employee data with the actual exit coding (what really happened) and the predicted result (what the model predicted) together in one place. Because you selected this option earlier, you have these results also in the output file. If you want to export them to Excel, complete the following three steps.


	Back in the SPSS Data Editor, choose File ⇒   Export ⇒   Excel from the main menu, as shown in Figure 14-14.

	In the dialog box that appears, tell SPSS where you want to save the file and what you want to call it, and then click OK.

	Using Excel, open the file you just exported to Excel.

The output should look something like the output you see in Figure 14-15. SPSS added the columns to the right side of the file. I have added the highlighting, to point your attention to the predicted values versus the actual.




[image: Screenshot of an Excel sheet presenting the sample data set that has {Exit}, {Function}, {Job_Level}, {Tenure_Category}, and {Tenure_YRS} variables, as well as 14 other variables (Q1, Q2, Q3 . . . Q14).] FIGURE 14-6: Labeling your columns in Excel.




[image: Screenshot of the Read Excel File dialog box in SPSS displaying part of a dataset in the selected Excel worksheet as well as some options.] FIGURE 14-7: The Read Excel File dialog box in SPSS.




[image: Screenshot of the SPSS displaying the SPSS Statistics Data Editor presenting variable names along the top row and the data itself in the lower rows.] FIGURE 14-8: SPSS displays the SPSS Statistics Data Editor.




[image: Screenshot of the SPSS to select Binary Logistic Regression from the SPSS analysis options.] FIGURE 14-9: From the SPSS analysis options, select Binary Logistic Regression.




[image: “Screenshot displaying the Logistic Regression dialog box to identify Dependent (y) and Independent (x) variable names.”] FIGURE 14-10: The Logistic Regression dialog box.




[image: Screenshot displaying the Logistic Regression: Save dialog box in SPSS check out any of the other options that might be interesting, depending on the level of statistical acumen.] FIGURE 14-11: The Logistic Regression: Save dialog box in SPSS.




[image: Screenshot of SPSS displaying the Logistic Regression: Options dialog box to click all the additional ones that SPSS wants  to provide in the regression output.] FIGURE 14-12: SPSS displays the Logistic Regression: Options dialog box.




[image: Screenshot of SPSS displaying the initial view of the output of the binary logistic regression analysis displaying a variety of summary statistics and tables.] FIGURE 14-13: SPSS displays your initial view of the output of the binary logistic regression analysis.




[image: Screenshot of the SPSS Data Editor for exporting data from SPSS to Excel.] FIGURE 14-14: Exporting data from SPSS to Excel.




[image: Screenshot of an Excel datasheet displaying the output of a dataset with predicted values versus the actual.] FIGURE 14-15: The Excel output of your dataset with predicted values.











Chapter 15

Making Better Predictions


IN THIS CHAPTER

[image: Bullet] Learning the art and science of being right more than you are wrong

[image: Bullet] Predicting with time series data

[image: Bullet] Improving predictions with a little multiple regression and the chutzpah needed to ask questions



Predictive people analytics uses people data from the past coupled with statistics to predict what will happen in the future. You reveal patterns to identify future risks and opportunities. The forward-looking orientation of prediction, coupled with analysis of what really matters (Chapter 15) and with action-oriented experiments (Chapter 16) gives you a great jab, left hook, and uppercut combination. With this combination, you can not only win more fights, you also have the power to change the future of your company.

[image: Remember] You make predictions all the time — you just do it with a limited number of observations and without checking your work with math.

Here are some examples of the kinds of predictions you have made (or are currently making) without the support of data: 


	Whether this orange laundry detergent or that blue laundry detergent will do a better job

	What to wear to fit the occasion and/or weather

	Where to invest your time for the most productivity or pleasure

	Whether you think the car in front of you will or won’t stop at the next intersection

	Whether to let this person or that person into your life as a friend or dating partner



These are just the predictions you make on the way to making other predictions that you don’t even realize you’re making. The truth is that we humans make so many predictions that we don’t even notice we’re doing it. In that sense, to predict is to be human. In the grand scheme of things, some predictions are incredibly trivial, but others are incredibly important. We make some predictions well and we make some poorly. In nearly all cases, we’re using the information we have within our reach, based on our experiences and learning — you might call it intuition — but this intuition is rooted in some prior observations. The purpose of using data to make predictions is to expand the carefulness and number of observations into a summary that is useable for making better decisions when it matters most.

When you make predictions, you’re leveraging some past experiences (consciously or not) to predict future events with a goal to make better choices. The same principle applies to prediction in organizations, human resources, and people analytics. You use past observations to predict the future with a goal of making better choices. It's just that now you have the opportunity to use a larger body of meticulously collected observations and statistical methods to be extra careful about how you interpret those observations.

Here are some examples of the kinds of predictions frequently made at the office that matter a great deal: 


	Where to look to find your next superstar employee

	Whom to pick to be your next superstar employee

	Which actions to take to create a happier and more productive work environment

	Which actions you can stop doing and still obtain the same, if not better, results

	Which pay-and-benefits combination is the right one for optimal talent attraction, retention, and group performance

	Whom to promote or not promote and when

	Which actions you can take to increase the longevity of key talent at your company and decrease the likelihood of key talent departures



All of these are predictions that you (or others) could be making more successfully if you had the help of people analytics. I think we can agree that important people decisions made without the scrutiny of data have most assuredly been made suboptimally. Worse, those who make decisions in this manner are disadvantaged when compared to others who have already begun to make decisions with the help of data analysis. That's why, throughout this book, I’ve covered which problems people analytics can solve, what people analytics needs to measure to understand those problems, and which methods can be used to collect those measures. After you have learned the letters of this language, you can learn words, and once you learn the words, you can work with others to create your future. This chapter represents a culmination of that effort, not a start.



Predicting in the Real World

Time for a game. Pick any random employee and think carefully about the following question: What is the probability that this person (and others with characteristics like her) leaves the company over the next 12 months? Think of somebody right now. Maybe you think you have an answer, or maybe you think you don’t. I am certain that the cleverest among you might just go to your randomly chosen person and ask. I’m not opposed. If you do this, she may say to you, “I have no idea” or “Get out of here — you’re crazy!” or she might tell you something you don’t want to hear. If you asked a hundred people in this off-the-cuff manner, you'd probably get a hundred different answers, and it might be hard to see what to do with all of it. The real, generalizable answer to why and when people leave is this: It depends. If you want to get better at predicting who will leave in the next 12 months, you have to be able to answer this question: It depends on what?

Starting with no additional information and assuming that there are only two possibilities (stay or leave) and assuming that the actions of people are totally random, there’s a .50 (50 percent) probability that this person leaves in the next year. By this logic, if you have 100 employees, each employee has a 50/50 chance of leaving. If you believe this to be true, you should forecast that your annual company exit rate will be equal to 50 percent. It can drift above and below 50 percent erratically for a stretch of time, but it will always stay near 50 percent year after year after year after year. Think about your company. Is this true? The good news is that your real company exit rate probably isn’t 50 percent. The other good news is that, by and large, complete unpredictability of human behavior isn’t the real world you live in. Lastly, the best news is that you have more information than you probably think you do. You can make a much better guess than a 50/50 coin flip, but you have to carefully identify, define, and use the information that matters in order to do so.

In the following sections, I show you how you can use the information you have right now to systematically turn the odds in favor of the final prediction you make. Then, if you want to learn how to do it even better, I point you in the direction of how to do so. Science and statistics are for improving the odds of being right. What you do with this depends on you.



Introducing the Key Concepts

Statistics is a branch of mathematics that deals with the collection, analysis, interpretation, presentation, and organization of data in order to aid deductive reasoning and further human learning. Statistics is very old, dating back at least to the fifth century BCE; however, statistics continues to advance with improvements in computer processors, software, and data storage. It has been a crucial element in the evolution of human decision-making. To not use statistics is to leave something important off the table.

If you look more closely, you can make out three distinct statistical emphases: 


	Descriptive statistics are used to summarize a particular set of data (using concepts like mean, standard deviation, and distribution).

	Inferential statistics draw inferences about a population based on an analysis of a representative sample of that population. The results of an inferential analysis are generalized to the larger population from which the sample originates.

[image: Remember] Inferential statistics uses data from a sample of a population to make probability-derived predictions about that population, taking into consideration that each sample would turn up something different and that there always is the potential for observational error — missing data, inaccuracies (such as reporting incorrect units), imprecision, random noise, and systematic bias, for example. Specific procedures and techniques have been developed to help the analyst use imperfect data, avoid making incorrect conclusions as a result of imperfect data, and finally to interpret what is observed, despite having imperfect data. (One strategy is to randomly select samples in order to ensure that that the assumptions of the statistics can be met; only then can the inferences about the population be extended from a small sample while knowing that the next sample drawn might be randomly different.


	Predictive analysis is the application of statistics to make an educated guess about the future.

[image: Technical stuff] There is debate about whether today’s hot topic, prediction, actually warrants a new category of statistics. Technically, prediction is an extension of inferential statistics.





Independent and dependent variables

When working with data in classic statistics and scientific research, variables are usually designated as either independent (x) or dependent (y). As the names imply, dependent variables are the ones affected when the independent variables change. You predict dependent variables with independent variables.

[image: Technical stuff] The names independent and dependent imply a cause-and-effect relationship. For purposes of working with data through statistics, you have temporarily assigned a causal direction to the relationship whether there really is one there or not. There is always the possibility that you have your x’s and your y’s reversed or that you are missing an important unmeasured x that would better explain the changes in y than the x’s you are currently using. It is possible the unmeasured x explains your other x’s and your y. This is why we are trained to say, “correlation does not imply causation.” If you want to prove causation, then you need to run an experiment. (See Chapter 16 for more on experiments.)

Here's an example of how dependent and independent variables work: If an instructor wants to study success in a class, she might collect data for independent x variables like prior GPA (call it x1) and study time (call it x2) and use test scores (call it y) as the dependent variable y. Through an analysis of the collected data, the instructor can correlate each x variable (GPA & study time) to the y variable (test scores). If GPA and study time are highly correlated to test scores, the teacher could observe the student’s GPA and study time before taking the test and just apply a little algebra to make a prediction about how well each student will score on the test. Voilà.

Here is the equation for this scenario: Y = a + b1(x1) + b2(x2). Where y equals Test Score, x1 equals GPA and x2 equals Hours of Reported Study Time. (For more on what the a and b’s mean and how you arrive at them, check out Chapter 13.)

After you know the prediction works, it’s up to teachers and students to determine whether and how they’ll use this information. If it turns out that study time matters (mathematically speaking), the instructor could use this information to encourage all students who want to have high test scores in the future to increase study time because based on her analysis she can tell you it matters. The teacher could also identify those students most at risk of low test scores because of a history of low GPA and take extra care to make sure those students study. That, in a nutshell, is how applied predictive analytics works.



Deterministic and probabilistic methods

Most of mathematics uses deterministic methods to form a quantitative description of the world. Determinism is based on the notion that all events are determined completely by previous existing causes — that old standby cause-and-effect. From a deterministic standpoint, all equations should balance perfectly with no remainders. Remember the clarity of algebra, A = B + C, or the rock-solid certainty of geometry, [image: math]? Though a fantastic goal in the real world, in some subjects we have not and may never be able to achieve this type of precision.

Due to the messy world we humans live in, statistics relies on a probability-based approach to problems in order to form a quantitative description of the world — taking into consideration that our world contains uncertainty and error. Statistics is about being right more than you are wrong, despite imperfect information. We resort to this because we have to live in the real world, and in the real world, people can’t wait around for perfect information.

Probability refers to the likelihood that something will happen. In statistics, a probability is represented as a decimal number between 0 and 1. Zero indicates that there is no possibility, and 1 indicates certainty.

A simple example is the tossing of a fair (unbiased) coin. Since the coin is fair, the two outcomes (heads and tails) are both equally probable; the probability of heads equals the probability of tails; and because no other outcomes are possible, the probability of either heads or tails is 1/2 (which could also be written as 0.5 or 50 percent). If you were to toss a coin 100 times, you would expect to get close to 50 heads and 50 tails.

[image: Remember] Because events can randomly go on streaks, in reality you may have to throw the coin a lot more than 100 times to get a perfect 50 percent balance between heads and tails, but any large number of throws should produce close to an even balance as long as the coin is fair.


DEPLOYING BAYES' THEOREM FOR FUN AND PROFIT

 
Bayes’ theorem is named after Reverend Thomas Bayes (1701–1761), who first provided an equation that allows new evidence to update beliefs in his “An Essay towards solving a Problem in the Doctrine of Chances” (1763). It was further developed by Pierre-Simon Laplace, who first published the modern formulation in his 1812 “Théorie analytique des probabilités.” Sir Harold Jeffreys wrote that Bayes' theorem “is to the theory of probability what the Pythagorean theorem is to geometry.” That sounds pretty important to me, thank you very much.

Here’s a simple example of how one would use Bayes’ theorem: If cancer has in the past demonstrated a relationship to age, then, using Bayes’ theorem, a person’s age would be used to more accurately assess the probability that he has cancer, compared to the assessment of the probability of cancer made without knowledge of the person's age. This is just a simple example — the power of Bayes' theorem is a rational methodology to combine many estimates with varying certainty together into an overall final estimate. With Bayes' theorem, there are even ways to use subject inputs that deterministic methods would have no path to let you include in your prediction at all.






Statistics versus data science

People who work in industry (as opposed to academics) are practical and adapt their methods and language more rapidly. People who do things for a living, as opposed to study things for a living, don’t like boxes (unless they work for Amazon) and they don’t easily fit in them. Simply put, the origin of the word data science is the intersection of data analysis and computer science — they just put the words together and dropped the word “analysis” from “data analysis” and “computer” from “computer science”. A pure data scientist is an aficionado of the application of developments in computer science to data analysis. To clarify a possible misunderstanding, in industry, very few people referred to as data scientists have a background in science — in the classic sense of the natural and social sciences or the scientific method. Most have instead a background in statistics and software engineering.

The main distinction between a statistician and a data scientist in practical application in industry is rooted in a different expectation regarding subject matter expertise. Statisticians are not expected to extrapolate beyond the data they have been provided. Because statisticians usually have only a limited amount of information about what is going on outside of the data they have and the methods of statistics they use, they’re always forced to consult with a subject matter expert to verify the precise meaning of the elements of data provided them. Rooted more directly in the domain they study, data scientists benefit from a strong subject matter expertise in the area in which they’re working. Data scientists generate deep insights and then use their domain-specific expertise to understand exactly what those insights mean with respect to the area in which they’re working. People analytics is a very specific kind of data science. In people analytics, we must have at our disposal four areas of expertise: people strategy, people science, people systems, and statistics. The statistics by itself doesn’t get you very far without the others.




Putting the Key Concepts to Use

I start this chapter with a little game where I ask you to pick any random employee and ask yourself how probable it is that this person (and others with characteristics like her) leaves the company over the next 12 months. I also note that, absent all other information, there are only two possibilities out there (stay or leave) and everyone has a 50 percent probability of leaving. I also quickly reassure you that, no, it’s highly unlikely that you will lose half your employees over the course of the next year and that, yes, there are ways to improve your predictive capabilities. This list presents some information that you can apply from the world around you — right this very minute — to make a better prediction: 


	US Bureau of Labor Statistics (BLS) total annual separations rate (total US population): From the US BLS data, you can learn that the average annual US employee separation rate (Leavers ÷ Total Workers) between 2013 and 2017 is 41.8 percent. With this information, you can start out by saying that each US employee has slightly less than a 42 percent chance of leaving each year. Good to know, I guess, but also … so what! That’s almost the same as your 50 percent estimate. Fortunately, that’s not the end of your research. Taking the next step, you ask the US BLS website for the separation rate by industry, figuring it wouldn't hurt.

	US BLS total separation rate by industry: Also from the US BLS system, you learn that the average annual separation rate by industry varies from between 16.5 percent (Federal Government) to 79.5 percent (Arts, Entertainment, and Recreation). That’s a pretty big range, suggesting that industry seems to matter in your prediction. For the purposes of the fictitious game, let’s say you’re primarily operating in the Finance and Insurance industry. The average separation rate for a company in this industry is 24.5 percent. Now, with this information you can say that each of your US employees has slightly less than a 25 percent chance of leaving.

Notice the distance you have already travelled from 50 percent just by getting more specific (looking up the separation rate by industry) and using this information in your prediction. There’s a big difference between a 50 percent chance of leaving and a 25 percent chance of leaving — two times different, actually. Still, you can do even better than this by getting even more specific.


	Your own company data: Using your own employee exit calculations, you learn that as a company your 2017 annual voluntary exit rate was 15.3 percent. Knowing nothing but this information, you can now make a more accurate prediction that the person you’re thinking about actually has only a 15 percent chance of leaving. This means that out of 100 randomly chosen employees, you can expect 15 of them to leave — you just don’t know which ones. Still, your overall leaver forecast will be much more accurate with this assumption than any of the assumptions you made before having this information.



[image: Remember] The voluntary exit rate is calculated by dividing the number of voluntary exits in a year by average headcount in that year.

[image: Warning] Despite the improvements you have made so far (traveling from 50 percent to 15 percent), there are still several obvious problems with this work: 


	Exit rates change over time: There are big-picture trends over years, and then there are quarterly and monthly ups and downs. How much consideration you should give to these fluctuations depends on where you are and what you’re trying to do. (I walk you through how to decide on this later in this chapter.).

	The more carefully you segment, the wider range of values you find: Industry and company are just a very broad (and crude) ways of looking at the problem. Industry and company are broad segments — to make a better prediction you need much more refined and careful segments. Even within a single company, there can be a wide range of different voluntary exit rates and associated implied individual probability of exit, depending on what ways you decide to segment. This includes (but isn’t limited to) job type, job level, tenure, division, job function, performance, pay, age group, and more. (More on these factors later in this chapter as well. Stay with me.)





Understanding Your Data Just in Time

Time can be tricky, so to handle all that trickiness, we have a whole new set of terms designed to talk about time intelligently. Time series data is a set of data points listed in time order. Time series analysis compares values of a metric by itself or with others over time. Time series analyses are displayed as line charts — we call these trend reports.

A trend report is a graph of a metric taken at successive, equally spaced points in time or time intervals. Basic examples of commonly reported time series data in people analytics are headcount, exits and hire counts, and/or percentages. When these metrics are positioned in a trend, you can see whether they’re staying the same, increasing, decreasing, or moving about erratically. Hopefully, they aren’t moving about erratically — this might suggest a problem you can’t understand given the information you have. If so, it suggests you should collect more information or adjust the way you are looking at the information you have.

Time series forecasting is the use of statistics to predict future values based on previously observed values. A natural extension of trend data, time series forecasting regresses past data collected over regular intervals to predict future data on the same intervals. The regression analysis observes the impact of time on a dependent variable, not taking into consideration any other information. (Be careful with terminology — we haven’t gotten to multiple regression yet in this story. Here we are regressing a single variable against itself over time.) For example, if you have data on the voluntary exit rate trended over time, you can use this information to predict a future voluntary exit rate by drawing the best line you can extend through your data at the best angle the trend suggests.

[image: Remember] A special type of regression analysis called multiple regression can take into consideration the influence of more than one variable on the matter you’re predicting. I offer an application of multiple regression to prediction later in this chapter, but I provide all the details of how to do multiple regression in Chapter 13.

Exponential smoothing is an extension of the simple method of time-based forecasting. The smoothing process involves exponentially decreasing the weights of older observations so that recent observations are given more value.

For instance, you might forecast employee exits over the next six months using exits over the previous 24 months while still applying greater weights to the bends in the more recent data. Exponential smoothing will not be as precise or accurate as the multivariate models I describe later in this chapter, but it’s simple to perform and requires a lot less data.

But enough about terminology. Let me show you how to actually do some time studies.


Predicting exits from time series data

Figure 15-1 shows the company-wide voluntary exit rates from 2013 to 2017. The idea here is that, with this data, you can use the past pattern of exits to predict what future exits will be.

[image: Screenshot of an Excel sheet displaying a table of the voluntary exit rate by year.] FIGURE 15-1: Table of the voluntary exit rate by year.




[image: Remember] The data I’m using is based on real data, but the names have been changed to protect the innocent (and the guilty as well, for that matter). For this reason, if you look carefully, you may see that I filled in data gaps or skipped over minor details for the purpose of illustrating clearly the patterns I want to show. I’m not trying to dupe you — I just can’t share anyone else’s real HR data. People are kind of sensitive about that.

Though you can use many applications to work with data, I try to provide as many examples as I can in Excel because of the availability, accessibility, and transparency of this nearly ubiquitous business application. Love it or hate it, nearly everybody uses it — or at least has it on their computer.

To estimate the voluntary exit rate in the future from time series data using Excel, follow these steps: 


	Highlight the cells containing the data you want to see in a graph (in this example cells D3:D7), click on the Insert tab of the Excel ribbon, and select a 2-D line graph chart from the displayed options.

	Right click with your mouse anywhere on the graph and choose Select Data.

Doing so brings up the Select Data Source dialog box.


	Click into the Horizontal (Category) axis labels box and highlight the cells containing your data labels (in this example, cells C3:C7). (See Figure 15-2.)

	Click OK to create a line graph from the data you have selected in Excel.

From Figure 15-2, you can see that trend is going up and to the right.


	Right-click the data line and choose Add Trendline from the menu that appears.

Doing so calls up the Format Trendlines dialog box. You’ll start with the default selections and add a few. Go to step 6.


	In the Format Trendlines dialog box, scan your eyes from top to the bottom and select both the Display Equation on Chart and the Display R-Squared Value on Chart options by clicking the check boxes, as shown in Figure 15-3.



[image: Screenshot of an Excel sheet displaying a graph of the voluntary exit rate by year.] FIGURE 15-2: Graph of the voluntary exit rate by year.




[image: Screenshot of an Excel sheet for adding a trendline and an associated regression equation.] FIGURE 15-3: Adding a trendline and an associated regression equation.




You end up with a graphical illustration of the best-fitting trendline and linear regression equation for these data. By adding a trendline and regression equation, you can see how linear the trend really is and predict the future voluntary exit rate (assuming that the voluntary exit rate continues to exhibit this linear pattern).

In the example provided in Figure 15-3 the equation (y = 3.3545x + 5.9467) simply expresses the dotted line in the language of mathematics. y is the voluntary exit rate, which is on the y-axis, which you can see ranges from 0 to 25. x represents the period, which ranges from 1 to 5, but you can see it labeled on the x axis as years — 2013 to 2017, to be precise. 5.9467 is the y-intercept — where the dotted line crosses the y axis. 3.3545 is the slope of the dotted line. So for each period between 1 and 5 the voluntary exit rate line increases by about 3.4.

You can see how well the best-fitting line does at describing the changes in data over time with R2. This R2 value in the example is .959, meaning this dotted line explains 96 percent of the variation in company voluntary exit rate over time (represented by the gray line), which is excellent.

Note that the independent variables used here are the intervals of time over five years (time intervals 1 to 5) corresponding to 2013 to 2017. The regression equation for the dependent variable voluntary-exit-rate for this 5-year period is 


Voluntary-Exit-Rate = 3.3545(x) + 5.9467, where x equals time intervals 1 to 5



You can now predict the voluntary exit rate for a given year — say, 2018 — which would be the sixth data point (1-time interval into the future).

The estimated voluntary exit rate for 2018 is 


Predicted 2018 Voluntary-Exit-Rate = 3.3545(6) + 5.9467 = 26.1%



[image: Remember] Though past performance is often the best predictor of the future that we have, the underlying mechanisms that drive what happened in the past may change, which then creates errors in your prediction of the future. If you understand the mechanics of the long-term trends, you can be sure to capture them and include them in your forecast; to do this, however, you have to identify what other longer-term variables change to drive change in the dependent variable (voluntary-exit-rate, in this case). To deal with this problem, you must capture longer-term data that includes all — or at least many of — the things that really matter. (Them's the breaks.)



Dealing with exponential (nonlinear) growth

One benefit of first graphing data is that you can examine the shape to be sure that a line does a good job of fitting it. You may find that the data you’re trending looks linear over short intervals (a few years) but is exponential (growing at an increasing rate) over longer periods (for example, maybe five to ten years). If the data you are fitting to is exponential, an exponential equation line will fit your data better than a linear line and, consequently, an exponential line equation will make a better prediction.

Before you do anything else, see whether an exponential trendline better describes the voluntary exit rate data than a linear one. Here's how you do that: 


	Going back to the example used in 15-3, right-click the data line again and again choose Add Trendline from the menu that appears.

The Format Trendlines dialog box makes another appearance.


	In the Format Trendline section, select the Exponential radio button (moving the selection from the Linear option to the Exponential option).

An updated trendline with an exponential regression equation is added to the chart, as shown in Figure 15-4.




[image: Screenshot of an Excel sheet displaying the exponential regression equation, added to the graph.] FIGURE 15-4: The exponential regression equation, added to the graph.




The figure clearly shows that an exponential trendline is a better fit for the data in the example than a linear trendline. As further evidence of this, notice that R2 has improved from .96 to .98.

Notice that in Figure 15-4 I have added some data in columns F and G for purposes of illustrating for you what is happening when you toggle between a linear and an exponential trendline option. What I have put there is not necessary to have Excel calculate the trendline — I have added it to show the implications of the two trendline options side by side. I have noted the linear prediction equation in cell F2 and the exponential prediction equation in G2 and you can see the predicted values by period when plugging x into the equations below each. (The values clearly show the superiority of the exponential prediction.)



Checking your work with training and validation periods

A way of testing how well you have done with your prediction would entail partitioning your data into training and validation periods. In the training period, you build a regression equation on the earliest section of data (two-thirds to three-fourths of your data). You then apply the regression equation to the later part of your data in the validation period to see how well the earlier data actually predicts the later data.

[image: Remember] If excluding one quarter to one third of your data feels like you’re tying one hand behind your back, it’s because you are. It’s worth it, though, because this allows you to see how well your predictions from former data work, which gives you a likely estimate of how they should perform in the future should nothing else change.

We don’t have a lot of time intervals in the dataset example for voluntary exit rate data. For the purpose of the example, go ahead and use the first four years (2013 through 2016) as the training period and the final year 2017 as the validation period. This approach is testing the equation using data you already have, which is as close as you can get now to testing how well a prediction might perform when new data comes in later. If you are stepping through this with me on your own in Excel, what I am saying is do what you just did to create an exponential trend line but leave out the last year (2017). This will give you a slightly different equation than you arrived at when using all five years.

The regression equation for the first four years is: 


Voluntary-Exit-Rate = 8.3062e0.2009x, where x equals time intervals 1 to 4



The R2 equals .97, which shows a good fit for the exponential line. You can then use this regression equation to see how well the first four years of the dataset predict the last year of the dataset. I have reconfigured the graph to estimate the prediction based on the regression equation from the first four years, adding an estimated value for the fifth year, which is 2017. Figure 15-5 shows the predicted and actual values.

[image: “Screenshot of an Excel sheet depicting the predicted and actual values by estimating 2017 using 2013 to 2016.”] FIGURE 15-5: Estimating 2017 using 2013 to 2016.




To assess how well this prediction works, I created four additional columns. Column E is the prediction using the exponential trendline equation for the first four years, whereas column F is the error from the actual number to the prediction. For example, in 2017, the prediction was short by about 1 point (22.7 minus 23.7). When communicating how much error your predicted values have, it’s often easier to speak in terms of the absolute value or absolute percentage of error. Column G is the absolute value of the difference, whereas Column H contains the absolute percentage of error per period.

You can see from Column F that each year the predicted values are a little above or a little below the actual values ranging from an absolute 2.7 to 5.2 points error per year. If you look at the difference between actual and predicted values spanning the total 5-year period, the prediction is only off by about 1.3 percent. From 2013 to 2017 overall, the regression equation underpredicted by 1.1 points. This equates to 1.3 percent. The reason this isn’t higher is that some years were below, and some years were above, which resulted in an overall value for this period closer to the middle. All this is summed up in the following formula: 


2013 to 2017 Absolute Error = (ABS(79.0-80.1) ÷ 80.1) × 100 = 1.3%



Specifically, in 2017, the prediction was short by about 1 point (22.7 percent minus 23.7 percent), which is about a 4 percent difference: 


2017 Absolute Error = (ABS(22.7-23.7) ÷ 23.7) × 100 = 4.2%



You win some and you lose some, but 4 percent error isn’t bad — I’ll take it any day.



Dealing with short-term trends, seasonality, and noise

My little voluntary exit rate example has a yearly period aggregation for just five years, so it doesn’t show much variability. If you end up working with different time aggregations, you may end up with something that looks quite different. For example, if you look at the voluntary exit rate in shorter time period aggregations — say, a quarter or a month — you will find more variability and/or noise. If you look at it by month, week, or day, the line jumps up and down so erratically that it will become utterly uncompressible and useless to you. (Figure 15-6 shows some of the infinite variety you can expect if the same data is aggregated at different period levels.)

[image: Screenshot depicting the comparison of the same voluntary exit rate data by year, quarter, and month aggregations.] FIGURE 15-6: Comparison of the same voluntary exit rate data by year, quarter, and month aggregations.




[image: Tip] It’s worth viewing data at different levels of aggregation just to see what could be the most useful. If your graph looks like an abstract painting or a plate of spaghetti to you, go ahead and try a different level of aggregation.

Useful varies by context, but my advice is to choose a window of time to report where it’s possible to understand, predict, and influence what you’re measuring. If you’re trying to make predictions to identify segments and individuals at greater-than-average risk over the next year, for example, an annual view may suffice. You know they’re at risk and so you can take some action — you don’t need a week-by-week update. If you’re predicting exits just for purposes of annual headcount planning, you don’t need to know that 14 exits are likely to happen in June and 7 exits in October. You just need to know how many will happen over the next year so that you can plan accordingly. However, if you’re trying to forecast exits to plan hiring to hit a precise headcount target by the end of each quarter, it may be more useful to look at data by quarter. The relevant data for this includes actual headcount, hires, exits, and corresponding predictions per quarter.

[image: Tip] For most use cases, quarters provide a useful compromise between month (too erratic and unactionable) and year (a long wait).

If your data goes up and down by quarter, month or week, how can you make any accurate predictions at all? The key is identifying a useful level of aggregation and then teasing apart the big underlying trends from the up and down variation. To do that, you can use the theory of time series, which states that the data (Yt, in this case, where Y = variance in voluntary exit rate over time) is equal to the product of the trend (Tt), the seasonal variation factors (St), and a random noise factor (Nt). Sum it up as a formula and you have 


Yt = Tt × St × Nt



To predict future values, you need to isolate the big trend. To do that, you have to factor out the noise and seasonality so that the big trend can be extrapolated by a simple linear regression. Finally, seasonality can be factored back into the specific by-quarter or by-month prediction if you need to go there.

If the preceding equation is Greek to you, don't worry! There’s a semi-complex math behind forecasting seasonal data, but fortunately, Excel has an option for doing exactly this, so you don’t have to calculate it by hand:

[image: Warning] Some versions of Microsoft Excel, including the versions created for Apple Macintosh hardware, do not have all of the features of Excel created for Microsoft Windows. Unfortunately, the Forecast feature I describe below is available on the current Windows version of Excel, but not on the current Mac version of Excel. If you do not have a Windows based operating system on your computer, then you will need to borrow one to perform the actions described below. 


	Starting out from a new dataset — one where each of the five years has been divided into quarters — select the data range you want to work with, select the Data tab on the main Excel Ribbon, and then click the Forecast Sheet button.

Doing so brings up the Create Forecast Worksheet dialog box, as shown in Figure 15-7.

[image: Tip] If you click the Forecast Sheet button without having chosen any data, you'll see the message “Forecasting can’t be created.” Just click Options in the Create Forecast Worksheet dialog box to expand the dialog box to reveal fields where you can choose the Timeline range and Values range. (See Figure 15-8, where Column A contains the timeline range and Column E contains the Values range.)

The Confidence Interval will default to 95%, as will the selection of Seasonality, Detect Automatically.

The Forecast Start automatically begins with your last period of data. In this example, it starts at 20. Feel free to adjust the Forecast End to include as many periods as you’d like your forecast to show.


	Click Create.

That's it. You're done! Excel reformats your data to include a few extra lines of forecasted values, including confidence bounds based on the confidence interval specified in the Options section. The forecast and its associated dataset are created on a new sheet in Excel.




[image: Screenshot of an Excel sheet displaying the Create Forecast Worksheet dialog box, by clicking the Forecast sheet button.] FIGURE 15-7: Using Excel's Forecast feature.




[image: Screenshot of an Excel sheet with selecting options in the Create Forecast Worksheet dialog box.] FIGURE 15-8: Selecting options in the Create Forecast Worksheet dialog box.




At this point, Excel has done all the heavy lifting for you. Now feel free to format your dataset and graph as you see fit for your purposes. Figure 15-9 shows you what I came up with.

[image: Screenshot of an Excel sheet forecasting voluntary exit rate over 8 quarters with trend and seasonality.] FIGURE 15-9: Forecasting voluntary exit rate over 8 quarters with trend and seasonality.




[image: Remember] Most statistical applications have options to provide forecasts using similar or more advanced methods. Examples of statistical software that do this are R, SPSS, SAS, STATA, STAT LAB, JMP, and Minitab.



Dealing with long-term trends

It's all fine and dandy to fine-tune the predictions you have made with time series data based on a single variable (voluntary exit rate) over a 5-year period where you simply extend a best-fitting line. If you take a longer-term perspective, however, it could totally change the shape of the data and, in turn, your prediction. Why bother, then? Well, a broader time perspective often helps you see — and better take into consideration — the impact that macroeconomic (big picture) variables, like the job market or any other pattern that’s difficult to spot in a short time perspective, may have on trends you’re trying to predict. A majority of the time, you end up missing big-picture variables if you rely solely on short-term windows. You can’t see the forest, for the trees, they say. In other words, the trees are blocking your view. These gaps in perspective become a major problem when the big-picture trends change, such as when the economy changes directions. If you haven’t found a way to include important variables (big picture or small picture) into your calculations, your prediction will increasingly miss the mark — and you won’t know why. To see what I mean, check out Figure 15-10, which graphically illustrates how long-term phenomenon can fundamentally change your understanding of the problem you’re trying to solve.

[image: Chart depicting two curves representing the voluntary exit rate over a longer time horizon, by quarter, over the period of 2007 to 2018.] FIGURE 15-10: The voluntary exit rate over a longer time horizon.




Figure 15-10 shows the company voluntary exit rate by quarter over a much longer period. Notice how in the first five years the trend is downward and the next seven years the trend is upward. If you were to try to fit a linear line to this graph, it would go right down the middle and, consequently, wouldn’t make a good prediction at any single point. So, in the context of this data, you need to know whether you’re on an upward trend or downward trend, what explains these big shifts, and how to fit a better line.

I have added an additional line, US Employment Rate, which corresponds to the axis to the right. From this view, over a 12-year span it appears that the job market influences the direction of the company’s voluntary exit rate, which supports the theory that voluntary exit isn’t just about what you do as a company, but rather it’s also mediated by external opportunity, which I am measuring (admittedly, rather bluntly) as the employment rate (1-{Unemployment-Rate}).

Using US Bureau of Labor statistics from 1949 to 2018 and the Excel Forecast feature, I'm estimating that there will be a 96 percent employment rate in 2019. However, using a 95 percent confidence interval, the actual employment rate is 95 percent likely to land anywhere from 93.9 percent to 98.1 percent. (See Figure 15-11.) This doesn’t sound like a wide range, but on this dataset, that’s a pretty big swing. All this suggests that the voluntary exit rate will be higher in 2017 and even higher in 2018.

[image: Chart depicting a curve representing the US employment rate from 1948 to 2018 with an Excel forecast extending to 2019.] FIGURE 15-11: US employment rate from 1948 to 2018 with an Excel forecast extending to 2019.




Figure 15-11 clearly demonstrates the wisdom of looking at the big picture. Trying to get by without that insight only reveals how little you know about what is really going on now and what may happen next. You could be climbing up a steep incline, at a plateau, or climbing down. Knowing where you currently are on this employment trend and where you’re likely to be going matters a great deal. The way you deal with this problem is to include the information you have about where broad trends are likely to be next year in your own company’s voluntary exit rate prediction.

So let's add statistics drawn from the macroeconomic picture to what you know about the voluntary exit rate at the company. When you do that, the strong correlation between the US employment rate and the company's voluntary exit rate immediately becomes clear. (See Figure 15-12.)

[image: Illustration of a scatterplot depicting the relationship between the voluntary exit rate and the US employment rate.] FIGURE 15-12: A scatterplot showing the relationship between the voluntary exit rate and the US employment rate.




On the scatterplot in Figure 15-12, you can see that a regression of the annual US employment rate and the annual company voluntary exit rate from 2007 to 2017 yields the following formula: 


y = 237.77x - 207.89, where y is the voluntary exit rate and x is the US employment rate.



This equation represents the best fitting line for that data we have. This equation was provided by Excel by selecting the Display Equation on Chart check box in the Format Trendline dialog box as described above. Here is how you interpret it: 


	If the employment rate is 90%, then: Voluntary exit rate prediction = 237.77(.9) – 207.89 = 6.1%

	If the employment rate is 95%, then: Voluntary exit rate prediction = 237.77(.95) – 207.89 = 18.0%



Notice that R2, the coefficient of determination, is 0.77. (Recall that R2 can range from 0 to 1.) This suggests that variation in US employment conditions (representing external opportunity) explain 77 percent of the variance in the company’s voluntary exit rate. That gives us the confidence to assume, within a range of knowable error, that employment conditions data is useful for the purpose of predicting your company's future voluntary exit rate.

So, given three different employment rate scenarios, here’s the range of 2018 company voluntary exit rates possibilities within the 95 percent confidence interval for US employment: 


	93.9% employment = 15.61% Forecasted Voluntary-Exit-Rate

	96% employment = 20.4% Forecasted Voluntary-Exit-Rate

	98.1% employment = 25.1% Forecasted Voluntary-Exit-Rate



Combining the historical company data and the US Bureau of Labor employment data, my new prediction is a 20.4 percent company voluntary-exit rate in 2018. Before you went on this little journey through time/time series analysis, your best guess was that your random employee would have a 15 percent probability of leaving in the next year. Now that you have seen where you are in time and have considered one of the large influences on probability of employee exit over time — external opportunity — there’s better evidence to revise the probability that the employee will leave the company in the next year, up to 20.4 percent. To put this into perspective, it means that out of 100 randomly chosen employees, with this information you can expect roughly 20 of them to leave the company.

With each new piece of information you have considered, you have improved your prediction; however, your prediction is still missing a lot of important information. In the next section, you find out how to make better company forecasts, make segment forecasts, and make better predictions about individual exit risk, by considering the combined effect of multiple independent variables using a unified historical dataset.




Improving Your Predictions with Multiple Regression

This chapter is all about working with the information you have right now in order to make better predictions about what might happen in the future — more specifically, a better prediction about the probability of a randomly chosen employee leaving your company. Earlier in this chapter, I show you how to improve your prediction by looking at your company's historical voluntary exit rate and by working with time series analysis to make a prediction from the trend. However, just like taking the average voluntary exit rate of your specific company provided a much better estimate than the Bureau of Labor Statistics (BLS) information about your industry as a whole, it definitely helps to break down your work population by characteristics and segment if you want to understand the differing exit probability of specific employee types. The more you know about the characteristics of the people in your company and the relationship of these characteristics with probability to exit, the better your prediction of exits.

From the exit data illustrated in the fictitious company shown in Figure 15-13, you can see that exit probability can vary greatly by characteristic. Do note that these are just a few of the more easily accessible examples. You can use dozens, if not hundreds, of different characteristics to describe your employee population or any given employee in that population. The provided examples are a simplified variation of data that exists in every human resources information system (HRIS) or HR database.

[image: Chart presenting a fictitious company’s voluntary exit probability by major segments.] FIGURE 15-13: A fictitious company's voluntary exit probability by major segments.




Taking a closer look at Figure 15-13, here are some of the major data points you can determine for the fictitious company: 


	Employees in their first year of tenure have about an 11 percent probability of leaving on average, whereas employees between their second to third years of tenure have a 29 percent chance of leaving. The risk of exit between the second and third years is nearly three times the risk of exit in the first year.

	Employees in specialized R&D roles have about half the average exit risk (9 percent versus 15 percent company average), whereas employees in common support roles have almost two times the average exit risk (27 percent versus 15 percent).

	Executive-level employees have about one-third the average risk (4 percent versus 15 percent company average), whereas employees who don’t manage other people (commonly referred to as individual contributor-level employees) on average have just a little over the company average risk (21 percent versus 15 percent).

	If you break down the employee pool even further, you can see that there can be wide variation in exit probability even within a segment. In the Level by Type example, you can see exit probability ranging from less than one-fourth of the company average (Level = Executive, Type = R&D) to two times the company average (Level = Individual, Type = Support).



Figure 15-13 illustrates that in order to make a good prediction of an individual exit probability, it’s important to know, at a minimum, what type of work people are doing, at what level, where they’re located, and how long they have been at their jobs. Just like you did with larger macroeconomic measures like the US employment rate, you can use this new information to make better predictions about the future.

[image: Remember] The data strategy I am following here is tailored to my realistic — yet nevertheless fake — dataset. It may not apply at all to your company. You can certainly take my strategy as a guide, but you have to make sure it makes sense when applied to your own data.

Though the information using any specific segmentation can improve the prediction remarkably over not having any information at all, the problem with the information in this format is that any single employee can be put in multiple categories at the same time. As you can see, any individual may have forces that are pushing and pulling his probability of leaving in different directions at the same time. For example, what should you estimate is the probability of exit of a specialized individual contributor in his fourth-year tenure, working in Chicago? Or how about a sales manager in his first year of tenure, working remotely? How do you leverage so many contradictory probability estimates?

One technique that can be used to address this problem of numerous, overlapping and sometimes contradictory information is multiple regression analysis. The next section takes a closer look.


Looking at the nuts-and-bolts of multiple regression analysis

Multiple regression analysis helps you predict the value of an outcome (y) given values of multiple independent variables (x1, x2, …) using however much information you have. That is to say that any information you have that can be recorded as a numerical value can be included in the multiple regression. The multiple regression tells you the overall ability of the variables you have included in your dataset to predict the outcome (and also the independent contribution) of each variable.

You can perform a multiple regression analysis in a wide variety of statistics software (R, SPSS, SAS, STATA, or JMP, for example) or in some cases possibly even in Excel. After you have brought a data source into a statistics application and run the multiple regression, all the details you need in order to make predictions show up in the application’s summary output.

[image: Tip] I'm offering a bird's-eye-view of multiple regression in this chapter. For a more detailed overview of (and how-to for) multiple regression see Chapter 13.

In this chapter, working with a simulated dataset, I want to walk you through what you can learn about employee exit while using multiple regression. To get things started, I imported a dataset I had prepared in Excel into SPSS, a popular statistics program. From there, I ran a special type of multiple regression, known as a binary logistic regression, including the following variables: 


	Dependent variable = Leave (1) or Stay (0).

	Independent variables:

	Tenure Year (0–1, 1–2, 2–3 …)

	Job Function (Manufacturing, R&D, Sales, or Support)

	Job Level (Executive, Individual Contributor, or Manager)






Figure 15-14 shows the portion of the output from SPSS that summarizes how well the variables that were used actually predicted exits.

[image: Chart presenting the model summary of a portion of the output from SPSS depicting the overall fit of the basic employee exit prediction model.] FIGURE 15-14: Checking the overall fit of the basic employee exit prediction model.




Though you can make a variety of observations from this output, I don't want to venture too far into a complicated discussion of the mathematics here. Nor do I want to get bogged down in complicated interpretations of obscure statistic tests included in this output, like the Cox & Snell R Square, which are (unfortunately) a little different from the R2 correlation coefficient covered earlier in this chapter. At this stage, the Cox & Snell R Square and other obscure details are neither here nor there to you — what you really want to know is how well the variables you included in the model helped you predict exit.

Notice the table at the bottom of Figure 15-14. In this table you can see that one axis shows the predicted values and that the other axis shows the actual (observed) values as found in the data. The table shows that, by using the information provided, the regression model predicts that 2370 (2252+118) people in the dataset will stay (coded as a 0) and 443 (251+192) people will leave (coded as a 1). Additionally, it shows that the model correctly classified 2252 who stayed and correctly classified 192 people who left. However, it predicted that an additional 118 people who actually left would stay and it predicted that an additional 251 people would leave who actually stayed. This breaks down to an overall accuracy of 86.9 percent; however, the model was only 61.9 percent correct at predicting the people who left.

Though 61.9 percent accuracy doesn’t sound great, you should consider that, when all you knew was that 15 percent of the people would leave your company but nothing else, if you randomly picked 15 people out of 100, you would be wrong about who leaves at least 85 percent of the time. Seen in that light, 61.9 percent accuracy represents a remarkable improvement over 15 percent. What you have is a pretty good base model.



Refining your multiple regression analysis strategy

Okay, maybe 61.9 percent just isn't good enough for you. The best way to improve your prediction at this point is to obtain information that is in the minds of the employees. That means going back to your surveys. When you first put them together, you may or may not have known which questions would be useful to help you understand and predict employee exit. Fortunately, multiple regression doesn’t care if you knew this or not. It tells you what works and what doesn’t. Ideally, you have some good theory that pointed you to ask the right questions. In any case, you'll find out how good of a job you did after you get all that data into the multiple regression.

The following small sample of questions were asked of employees on an employee survey 12 months before this analysis. In this analysis, you want to associate the survey data to the other data you were just working with and rerun the multiple regression. Each question was measured on a 5-point Likert agreement scale: 1–Strongly Disagree, 2–Disagree, 3–Neutral, 4–Agree, and 5–Strongly Agree. 





	Q1


	I expect to be working for <Company> one year from now.





	Q2


	I understand my possible career paths at <Company>.





	Q3


	I believe extra effort is appropriately recognized at <Company>.





	Q4


	<Company> makes operational decisions based on its mission and values.





	Q5


	Over the past three months, I knew what was expected of me at <Company>.





	Q6


	I feel a sense of personal accomplishment at <Company>.





	Q7


	<Company>’s executive leadership team cares about me as a human being.





	Q8


	I fit well into the culture of <Company>.





	Q9


	I am proud to tell others that I work for <Company>.





	Q10


	Over the past three months, someone at <Company> encouraged my development.





	Q11


	I can be myself at <Company>.





	Q12


	<Company>’s pay is as good as or better than the pay in other companies.





	Q13


	My manager at <Company> provides clear feedback that is useful for making decisions.





	Q14


	<Company>’s benefits are as good as or better than the benefits in other companies.








Figure 15-15 shows you what a prepared dataset based on the answers to this survey would look like in Excel.

[image: Screenshot of an Excel sheet prepared for binary logistic regression analysis.] FIGURE 15-15: An Excel file, prepared for binary logistic regression.




You can see from the figure that I have already recoded the survey items — any 4 or 5 is listed as (1), representing a “favorable” response, and anything other than a 4 or 5 is listed as (0) for “unfavorable.”

After you pull the completed dataset into your statistics application and run the multiple regression, you get something that looks a lot like what is shown earlier, in Figure 15-14 — but this time it includes the survey data and the prediction is noticeably better. (The new output is shown in Figure 15-16.)

[image: Chart depicting the model summary of the overall fit of a survey-enhanced employee exit prediction model.] FIGURE 15-16: The overall fit of a survey-enhanced employee exit prediction model.




Notice that, with the new survey data included, the model summary scores are larger and — most importantly — the classification table has improved dramatically. With the new data, the model is accurately predicting 99.1 percent of those employees who stay and 97.1 percent of those employees who leave for an overall prediction accuracy of 98.9 percent.

Before you recommend me for the Nobel prize in Economics, be advised that this example has one foot in reality and one in a make-believe world, merely because I needed a safe dataset I could share for this book without getting sued. (Basically, I had to take two partial datasets, simulate a full dataset with no identities, and extrapolate.) That said, my example shows signs that it would work pretty well, given the opportunity with the right access and data. (Probably not 98.9 percent good, but good enough.) Notice that, if an exit probability exceeds 25 percent, I classify the person as likely to exit. Employee exit is a probabilistic, not deterministic, problem, so there will be misses, but those misses outline the nature of the problem, not necessarily a problem with the methods.

Now that we're pretty confident that the variables included in our multiple regression are working well together, it's time to have a look at their independent contributions. That's covered in the next section



Interpreting the Variables in the Equation (SPSS Variable Summary Table)

As you proceed through the SPSS summary output, eventually you find a table that provides summary statistics on each x variable you have included in the multiple regression model. What you see in Figure 15-17 is a standard binary logistic regression summary output table — often called a coefficients table — much like what you would get from any statistical application. Here you find information about the specific variables you included in your dataset. To the left (in the gray column), you find each of the variables that SPSS observed in the dataset. (If you used column labels for variables, you see these names as part of the table.)

[image: Screenshot of an Excel sheet presenting the variables in the exit prediction model equation.] FIGURE 15-17: Variables in the exit prediction model equation.




From a bird’s eye view, the first thing you need to know is that the variable names on the left in Figure 15-17 represent the independent variables (x1, x2, x3, x4, …) in the generic multiple regression equation y = a + b1(x1), + b2(x2) + b3 (x3) … The letter a is the constant, which represents the starting point of the line — also called the y intercept. The interaction of the y intercept and the x variables describe the best fitting line built from your historical dataset. The rest of what you see here are values calculated by SPSS that summarize the significance and importance of each independent variable on an individual's likelihood of exit, which is what we are trying to first understand and then use to predict.

To determine what x variables are statistically significant, you should look at the Sig. column. It reflects the statistical significance level of each variable, telling you the probability that the estimated coefficient is wrong. Sig. ranges between 0 and 1, but you want the Sig. to be as small as possible because you want to keep the probability of being wrong as low as possible. Usually, I consider a Sig. to be statistically significant if it is less than .05 – this corresponds to a 95% confidence that the coefficient is not a result of chance. (You may decide to use some other cutoff, for example .1 or .01 depending on how much risk you want to take based on what you are analyzing.)

The Sig. represents each variable's statistical significance; whether or not the variable has any practical value for purposes of predicting exit is another matter. The relative importance of each variable can be assessed by the B coefficient value (and/or the Exp(B) columns) — these columns represent two different ways of looking at the coefficient for logistic regression.

I don’t want to get you bogged down in math theory in this book; I just want to help you use the output SPSS provides to make a better prediction. The precise meaning of the x coefficient values in terms of a unit change in y (probability of exit) is unnecessary. For practical purposes, all you need to know is that the larger the value of the x’s (B) the more the x variable corresponds to the odds of the y variable state you are predicting — an employee exit, in other words. That means the larger the (B), the more impact the x variable has.

Using only the statistically significant survey variables, Table 15-1 shows how I have ordered the variables from the one that helps best explain the difference between stayers and leavers to the worst.


TABLE 15-1 Ranking variables in order of significance




	Survey Item Number


	Absolute Value of B


	B


	Exp (B)


	Sig.







	Q7


	9.4


	-9.4


	.000


	.000





	Q4


	8.0


	-8.0


	.000


	.000





	Q1


	7.2


	-7.2


	.01


	.000





	Q5


	6.8


	-6.8


	.001


	.000





	Q6


	5.7


	-5.7


	.003


	.000





	Q8


	4.8


	-4.8


	.008


	.000





	Q2


	4.3


	-4.3


	.013


	.000





	Q3


	4.3


	-4.3


	.014


	.000








So which variable tops the list? The winner is … Question # 7, “<Company>’s executive leadership team cares about me as a human being”!

Wait, what's up with the negative coefficient B values? Here's what's up: For purposes of interpreting the output of this particular dataset there are two important things you have to keep in mind: 


	Y variable direction: In the original dataset, I had coded the y variable Exit_Dummy_1 as 1 if the employee left the company and 0 if the employee stayed. Therefore, what the multiple regression is measuring is whether or not a unit change in each x variable increased the odds of employee exit.

	X variable direction: In the original dataset, I coded the survey data so that a favorable response to the survey item is 1, and an unfavorable response is 0. This coding decision is the reason why you see the negative coefficient B values. If an employee responds favorably to any of these survey items, they are less likely to exit. Inversely, if the employee responded unfavorably to the survey item, then they are more likely to exit. The logistic regression produced coefficients with negative values because I coded my x variables on a positive scale and the regression found a positive response to the survey item is inversely related to the probability exit.



[image: Tip] Had I had thought about this dataset more carefully, I would have coded the survey questions just the opposite way. I should have coded them a 1 when they were unfavorable, as opposed to coding them a 1 when they are favorable. This would make the coefficients of the survey items easier to interpret because the presence of an unfavorable response would indicate an increased probability of exit — a positive relationship — as opposed to an inverted relationship represented by a negative value. Regardless of which way you coded the variables, the math will work the same, but you should be careful to recall how you coded variables to interpret the meaning of the coefficient values.



Applying Learning from Logistic Regression Output Summary Back to Individual Data

Just when you thought it couldn’t get any better, there’s one more thing that SPSS statistics application provides. You might be surprised to learn that, in addition to providing all these great summary statistics that indicate how well your overall model is performing, what variables matter, and how much, the SPSS statistics application also provides you with an output of your dataset that does all the math for you to show you what prediction it made for each person in your historical dataset given the x data the model had for each individual. The SPSS output I refer to includes the calculated probability of exit of each individual case you have included in your dataset, along with the categorical classification that indicates whether the model predicts this individual case would exit (1) or stay (0).

Since this output is probably easiest to read in Excel, I'm going to start by quickly showing you how to import the individual logistic regression prediction from SPSS into Excel: 


	From the SPSS main menu, choose Analyze ⇒   Regression ⇒   Binary Logistic

Doing so opens the Logistic Regression dialog box, shown in Figure 15-18


	In the Logistic Regression dialog box (see Figure 15-19, select your x (independent) variables and y (dependent) variables if you have not already done so or just confirm they are the way you want them to be if you have already been working with the Binary Logistic regression on the current dataset.

	Click Save.

Doing so brings up the Logistic Regression: Save dialog box, shown in Figure 15-20.


	In the Logistic Regression Save dialog box, select the Probabilities and Group Membership check boxes.

These options add columns to your dataset that will add a Probability of the Binary Outcome and the Most Likely Outcome classification category for each record.


	Click Continue when you’re ready to move on.

This step takes you back to the main Logistic Regression dialog box.


	In the main Logistic Regression dialog box, click OK.

	Back in the SPSS Data Editor, choose File ⇒   Export ⇒   Excel from the main menu, as shown in Figure 15-21.

	In the dialog box that appears next, tell SPSS where on your computer you want to save the file and what you want to call it, and then click OK.

	Using Excel, find and open the file you just exported from SPSS.

The output from SPSS should look something like the output you see in Figure 15-22




[image: Screenshot of an Excel sheet to select the binary logistic regression from the SPSS analysis options.] FIGURE 15-18: From the SPSS analysis options, select Binary Logistic Regression.




[image: “Screenshot displaying the Logistic Regression dialog box in SPSS to select the x (independent) variables and y (dependent) variables.”] FIGURE 15-19: The Logistic Regression dialog box in SPSS.




[image: Screenshot of the Logistic Regression: Save dialog box in SPSS to select the Probabilities and Group Membership check boxes.] FIGURE 15-20: The Logistic Regression: Save dialog box in SPSS.




[image: Screenshot of the SPSS Data Editor for exporting data from SPSS to Excel. ] FIGURE 15-21: Exporting data from SPSS to Excel.




[image: Screenshot of an Excel sheet depicting the output with predicted values, plus some additional columns that represent the prediction based on a provided data.] FIGURE 15-22: The Excel output with predicted values.




What you can get back from the statistics application is the same dataset you so carefully prepared and started with, plus some additional columns that represent the prediction the application has made based on the data you provided. Column U represents the calculated probability of exit using the base model (excluding the survey data), and column W contains the probability estimate including the survey data (improved model). Columns V and X represent the prediction (1) leave and (0) stay. You can compare these results to column B, which contains the actual leave or stay data coded the same way.

[image: Remember] The predictions in this file are being made on the historical dataset. What the model is doing is estimating whether it predicted the Exit Dummy Variable in column B will be a 1 or 0 based on the data provided and putting the prediction in columns V and X. X represents the best prediction using the HRIS and survey data. You can compare the prediction in column X with column B.

Let's sum up where we are. We started off in a coin-toss world where everything is totally random. In that world, everyone’s probability of exit would be 50 percent. Fortunately, we don't live in a coin-toss world, meaning the behavior of people isn’t random. In this chapter's sample company, for example, you were able to determine that the natural probability of exit rate was 15 percent. Sounds good; however, this means when predicting the exit of any randomly chosen individual (without the benefit of any other information), you would probably be wrong 85 percent of the time. Not good. To improve your ability to predict these rare exits, you need to know something about the characteristics and conditions related to exit. To do this, you have to collect information over time in advance of exit and do this repeatedly over time until you get good at it.

In the example I provide, you have substantially improved your chances of predicting correctly who will leave (and why) using just 17 variables, 14 of which were found on a survey. Keep in mind that I had to collect the survey data and hold on to it for over a year so that I could test it to see who actually stayed and left. That sounds like a lot of work; however, after you know what works, you can use your learning about the variables that matter to predict exits in the future, and you don’t have to go through all that waiting again. (Technically, you're collecting data all the time anyway, so you don’t need to do anything special; you just need to hold on to your data for future use.) When you’re able to determine what matters when it comes to the voluntary exit rate, you can change that rate by influencing one of the variables that matters with tiny nudges.









Chapter 16

Learning with Experiments


IN THIS CHAPTER

[image: Bullet] Designing experiments to produce new learning and change

[image: Bullet] Selecting random samples for experiments

[image: Bullet] Comparing two measures to determine statistically significant differences



If I accomplish nothing else in this chapter, I hope to at least tamp down some of the fear surrounding the word experiment. It’s worth noting that, though the word has come to be associated with white lab coats, the logic for experiments is a natural part of human learning. The fact is, we all conduct experiments in our lives all the time — you just may not know that you’re doing it. All adult skills were learned through experimentation: eating, walking, talking, riding a bicycle, driving a car, and so forth. Think about what happens when you prepare your evening meal: You add a tiny bit of seasoning, taste, add some more, taste, and so on until you get it just right.

I vividly remember learning how to cook, in about the third grade. I was making scrambled eggs, and I assumed that if a bit more salt was good, then a whole lot more salt was even better — so I dumped in a good handful of the stuff. I still remember biting into what I assumed would be the most delicious eggs ever made, before nearly choking during my search for water. Unfortunately, try as hard as I might, there was no way to get the eggs back to an edible state. The result of my earliest cooking experiment was inedible eggs. This could be considered a failure or a success, depending on how you look at it. The good news is that I have never added that much salt again. The bad news is that I wasted a couple of eggs. In the grand scheme of things, I learned a valuable lesson and little harm was done, so I consider the experiment a success.

The kind of learning arising from my salt experiment applies equally well in the professional HR world. If you think you have a great idea and apply that idea to the entire company, you might not call it an experiment, but that's exactly what it is, simply because you don’t know exactly what will happen. Moreover, it’s an experiment that could have considerable costs associated with it. Worse, if it goes wrong, you might not be able to undo it. When experiments are done right, they allow you to experiment and fail when it’s cheap and the consequences are small. That means you can learn valuable lessons quickly, before the stakes are high. Unfortunately, before people analytics came along, the most common way that HR changes were applied was in an all-or-nothing mode: Consequently, a lot of risks were taken and — even worse — no new learning occurred.

[image: Remember] Others may make expensive company changes by pouring in all the salt, but my entire life experience suggests that this is not the best strategy. Learning is produced by patience and attention to detail: Perform small experiments, a little at a time — and taste-test before you add anything new.

Boiled down to their essence, experiments require only two actions: One is acting, and the other is observing the consequences of that action. The rest of what you do involves paying careful attention to detail so that you can properly interpret what you observe.

In this chapter, you have a chance to examine the logic, math, and science supporting people analytics experiments and the techniques you will need to carry out such experiments in real life. The first part of this chapter covers how to design controlled experiments to answer a research question; the second part covers how to create two random samples, and the third part covers how to analyze the data from the experiment to determine the answer to the question you set out to answer.



Introducing Experimental Design

Much of what people think of as analytics is actually just producing more efficient descriptions. You count things, and then you show how many things you counted. If you have seen the items counted before, the report isn’t especially exciting, and not a lot of new learning is created from looking at it.

In contrast to descriptive analytics, experimentation is especially suited for exploration and production of new insight. Suppose that one of your three primary HR goals is to increase diversity and promote a culture of inclusion. (This is a popular company goal when it comes to hiring practices, so this example may strike close to home for you.) The two types of analytics described in this section depict two distinct approaches to tackling this goal — one that focuses on description and one that aims for insight.

Compare the examples in this section to see the difference between description and insight.


Analytics for description

Every year you count the number of people you have by ethnicity and gender, and you report this number by job and by level (individual contributor, manager, director, Vice President, and so on). Every year the company survey asks questions about diversity and inclusion, and every year you duly report the results by ethnicity and gender to management. The numbers aren’t terrible, but they aren’t great, either. The problem is that the numbers don’t seem to change much. Whatever is happening just seems to continue on its own inertia. Maybe HR and Corporate Communications work together to change the pictures hanging on the wall in the break room to “reflect an environment of diversity and inclusion”; maybe they change some of the wording on the company website and in the job posting advertisements. Maybe you've also committed to a company-wide diversity training program, and the head of HR talks a lot about diversity whenever she attracts the spotlight. However, again, from an analytics perspective, year after year you count the people and you look at the survey data and not much seems to change. Even worse, people who match the diversity characteristics you're looking for don’t see your communication programs as a true substitute for diversity and inclusion, and, at the same time, some of the people who don’t meet the underrepresented characteristics you’re promoting feel that their opportunities are shrinking. You see this predicament sometimes in anonymous communication channels, and you hear rumors. All measurable evidence indicates that your program is producing no real change, and, worse, for all you know it might even be producing cynicism. I call this a disaster; others call this diversity.



Analytics for insight

Having experienced analytics for description, as described in the preceding section, you may want to try something a little bit different. You have noticed that the company is hiring more underrepresented minorities than it did ten years ago and that no one seems to be explicitly racist; nevertheless, underrepresented minorities don’t seem to be hired and promoted at the rate that a statistical review suggests they should be, which suggests prejudice. It’s a bit of a paradox that you can neither find any explicit racists nor see underrepresented minorities making it through the hiring process or being promoted at the rate you think they should be. You want to understand how this could be occurring, and you want to know specifically what you can do to change it. You do a little research, you talk to some people, and you come up with three theories.

[image: Remember] A theory is just a fancy word for an idea that you believe explains the world around you — an idea that you intend to explore with the help of mathematical analysis and hard science. A hypothesis is a fancy word for a specific idea that you want to challenge with data. A hypothesis can defend or attack a theory. Hypothesis and theory are similar to the point of being synonymous. A hypothesis is a more specific version of a theory that can be exposed to immediate approval or rejection with data, whereas a theory is more far-reaching and requires more time and effort to unravel. A theory may contain many hypotheses.

So, what theories have you come up with for this particular case? 


	Theory 1: Underrepresented minorities are screened out before they even get to the interview stage in your recruiting funnel as a result of subconscious prejudice. The success rate of underrepresented minorities can be improved by allowing candidates to be sourced using only facts associated with validated success criteria. That means consciously not showing those who screen candidates the names of those candidates, because “ethnic-sounding” names can be triggering subconscious bias.

	Theory 2: Underrepresented minorities are more likely to be selected from an onsite interview if you make hiring decisions by applying a structured interview format with a diverse, 5-person interview team and using the average scores of the five instead of either having one person make the decision.

	Theory 3: All people have subconscious biases that influence their decisions, but they can grow increasingly aware of these biases and change them with the help of an adult learning group experience that couples a subconscious bias demonstration with a carefully facilitated diversity-&-inclusion group experience. (The MicroInequities program at http://insighteducationsystems.com/microinequities-the-power-of-small/is a good example here.)





Breaking down theories into hypotheses and experiments

Theories with multiple “and” statements can be difficult to untangle with data. For example, Theory 1 can be broken down into several concurrent or sequential testable ideas (hypotheses) that can be approved or rejected using data. By design, a hypothesis must be falsifiable with data. (Falsifiable simply means that you must be able to prove it false.)

Your first test of Theory 1 can be quite simply to use data to scrutinize the assertion that “underrepresented minorities are screened out of the recruiting funnel at a rate higher than their availability in the population.” This is a falsifiable statement. If you have the data and you look at it and find the answer is that underrepresented minorities do make it through the recruiting funnel at a rate proportional to their availability in the population, you need to stop and consider this before you proceed with any further experiments on Theory 1. The simple act of breaking up your work into steps can save you the time and money associated with testing a theory that has problems from the start. If the answer is no, the rate is not proportional, you can proceed to test the rest of the theory before moving on to other questions and theories.

To try out the three theories, you have to devise a series of experiments. Here's what they might look like: 


	Experiment 1: Verify a candidate's underrepresented minority status at the time of résumé submission. Using some unrelated administrative support, take 50 underrepresented minority résumés received and then the résumés of 50 white candidates, and then create candidate profiles that remove personal names and other information not pertinent to the recruiting process and any information with an unknown relationship to previously identified job success criteria. Mix them up and don’t visibly associate the minority status information with the résumé content, although you should maintain a key. Have 10 different people select candidates for a prescreen from the scrubbed résumé content and 10 different people select from the normal résumé. Calculate the number of minority candidates selected from each method and compare.

Experiment 1 variation: You may also consider pairing and swapping the minority and nonminority names and calculate the pass-through levels when it comes to the white candidate’s résumé with the nonminority name versus the white candidate’s résumé with the underrepresented minority name.


	Experiment 2: Have 20 underrepresented minority candidates and 20 white candidates complete an interview process with two different 5-person interview teams. On one of the interview teams, a diverse group of interviewers is instructed to use a particular structured interview technique, and candidates are ranked by the average score from the interview team. The other interview team operates in a manner traditional to your company. In this experiment, calculate the number of candidates recommended for hire by minority status for each of the two interview formats. Again, you compare the two interview teams that have different methods to see whether there are any differences in the number of underrepresented minorities recommended for hire.

	Experiment 3: You can test Theory 3 (from the earlier section “Analytics for insight”) by creating an adult learning group experience that couples a subconscious bias demonstration with a carefully facilitated diversity-&-inclusion group experience. (Again, MicroInequities: http://insighteducationsystems.com/microinequities-the-power-of-small/ is a good example.) You will have 50 people undergo the group experience and 50 people undergo a control experience — in other words, a typical teambuilding experience lacking any diversity-related learning. Because 50 is a large number of people in this example, these are broken into five groups of 10 people. Begin the experiment by pretesting the participants’ belief systems about bias, diversity, and inclusion. Using a questionnaire, you can measure 


	The degree of confidence an individual has that she’s capable of making independent decisions free from bias

	The perception of the individual's own inclusion

	The perception the individual has of the inclusion of others in this company



You can compute each individual response, the group average, and the standard deviation between minority and nonminority participants. After exposing the group to the group experience, you can administer the same survey again. Responses provided in the post-test enable you to measure the later belief system for each person, the average of the group, and the standard deviation. If you discover a change during the second administration of the survey, you can conclude that the group experience likely had an impact on the belief system of the participants. The control group helps you to further isolate whether the change is related to the group experience or to something else.

[image: Remember] In statistics, the standard deviation (SD, also represented by the lower case Greek letter sigma σ or the Latin letter s) is a measure that is used to quantify the amount of variation or dispersion of a set of data values. A low standard deviation indicates that the data points tend to be close to the mean of the set, while a high standard deviation indicates that the data points are spread out over a wider range of values.






Paying attention to practical and ethical considerations

At the conclusion of each experiment, put everything back to normal and conduct the best screening/recruiting process based on what you have learned so that everyone has the fairest possible opportunity. You don’t want the experiment to unnecessarily disadvantage anyone or expose a disadvantage in your traditional process and then not remedy it for everyone. If an experiment exposes a problem, it's proof that the experiment is worth completing. Given the benefits generated by the experiment, it's only fair that you make it right for the experiment's participants. Similarly, if the group experience works, you should share this group experience with more people to drive change in the company.




Designing Experiments

The examples in the earlier section “Introducing Experimental Design” may not be relevant to you or just may not be your cup of tea. Not a problem. The number of possible experiments is limited only by your creativity. Though the design of an experiment can vary considerably, most experiments have these three important components: 


	Independent and dependent variables

	Experimental and control groups

	Pre-measurement and post-measurement



The following sections look at each of these components in greater detail.


Using independent and dependent variables

An experiment examines the effect of an independent variable on a dependent variable. The independent variable takes the form of an experimental change, which is either present or absent. In the earlier example of the résumé screening, subconscious bias is the dependent variable, and removal of minority-sounding names (and other criteria not related to job performance) are the independent variables. The hypothesis is that underrepresented minorities are screened out of the recruiting process as a result of the effect that underrepresented minority-sounding names have on those who screen the candidates. The purpose of the experiment is to test the validity of this hypothesis. Removing the names is the cause; the relative proportion of minorities making it through the first stage of the recruiting funnel is the effect. What we hope to do is be able to say that a bias against underrepresented minority names is causing the underrepresented minorities to be screened out at a disproportional rate.

[image: Remember] The method of measuring both independent and dependent variables must be defined for the experiment in advance of the experiment. In the example, the dependent variable is a measurement of underrepresented minority prescreen pass-through rate, and the independent variable is either the presence or absence of access to names on the résumés.

In practice, the entire experiment can be conceived in many different ways; the independent and dependent variables can also be measured in many different ways. Often researchers intentionally conduct experiments with different experimental designs, different definitions, and under different conditions to see whether the conclusions are reliable and independently verifiable by other researchers under different conditions. For this reason, research findings sometimes contradict; however, science marches onward until the contradictions have been resolved and the matter has been settled.

[image: Remember] A variable can serve as a dependent variable in one experiment and as an independent variable in another. The independent and dependent variable and their configuration for experimentation are infinite.



Relying on pre-measurements and post-measurements

In the simplest experimental design, subjects are measured in terms of a dependent variable (pretested), exposed to a stimulus representing an independent variable, and then remeasured in terms of the dependent variable (post-tested). Differences noted between the first and last measurements on the dependent variables are then attributed to the influence of the manipulation of independent variable.

In the example of Theory 3 (from the earlier section “Analytics for insight”), you can begin by pretesting the participants’ belief systems about bias, diversity, and inclusion. Using a questionnaire, you can measure 


	The degree of confidence individuals have that they are capable of making make independent decisions free from bias

	The perception of the individual's own inclusion

	The perception the individual has of the inclusion of others in this company.



Using the initial survey results, compute each individual response, the group average, and the standard deviation between minority and nonminority participants. After exposing the group to the group experience, administer the same survey again. Responses provided in the post-test enable you to measure the amount of change for each person, the change to the average of the group, and the change to the standard deviation. If you discover a change during the second administration of the survey, you can conclude that the group experience likely had an impact on the belief system of the participants.

[image: Warning] In the study of attitudes and opinions such as bias, there’s a special problem related to validity: It’s possible that the participants in the group experience may respond differently to the survey the second time around, even if their attitudes have remained unchanged. During the first survey, the subjects may have been unaware of its purpose. By the time they take the second survey, they will have figured out that you‘re interested in proving to them that everyone has bias and they may just tell you what they think the right social answer is. Thus, the experience would seem to have changed their opinion, although, in fact, it might not. This problem is well known among social scientific researchers — so well known, in fact, that someone came up with the term Hawthorne effect to describe it. In broad terms, the Hawthorne effect is based on the notion that the very act of studying something may change it. For this reason, the best researchers try some rather clever ways to work around this problem. In this example, a long-term before-and-after view of other diversity- and inclusion-related metrics can help to establish if in fact the group experience had any long-term impact among the groups that participated. These long-term findings (among other measurements) could help to validate or invalidate the temporary conclusions taken from the less reliable opinion data.



Working with experimental and control groups

To isolate the effect of an independent variable on the dependent variable while ruling out all other influences, randomly divide the experiment into two groups. One group receives the change in the independent variable, and the other group does not. (The group that doesn’t receive the change is the control group.)

The control group may be given some other group activity — a day together at an amusement park, for example. Both groups are given the questionnaire beforehand and afterward. Figure 16-1 illustrates this basic experimental design.

[image: Diagram of a basic experimental design sample split into two groups: an experimental group and a control group.] FIGURE 16-1: Diagram of experimental design.




The basic idea is illustrated in Figure 16-1, where you split the sample into two groups: an experimental group and a control group. The experimental group receives a stimulus, a change, or an antecedent, and the control group does not. You measure the dependent variable at the beginning and end of the experiment for both the experimental group and the control group. These measurements allow you to compare the dependent variable between the experimental group and the control group to isolate the effect of the change.

[image: Remember] A control group allows you to control for the effect of the experiment itself as well as many other potentially intervening variables. If the mere fact that the experiment was being conducted changed behavior (the dreaded Hawthorne effect) or if it was something else that changed the response of the post-test, the change should be the same in both the experimental and control groups. If the pre- and post-test responses were changed in the experimental group and not in the control group, it can be inferred that the group experience changed the attitudes or opinions of participants.

[image: Remember] If it turns out that the group experience designed to change beliefs related to bias, diversity, and inclusion is successful relative to the control group, then after this is certain, be sure to “flip” the groups and provide the diversity-related group experience to the control group. You may conduct further testing in group batches like this, or you may be ready to apply the program broadly across the company.




Selecting Random Samples for Experiments

It’s understandable that most business professionals are unaware (or skeptical) of findings produced in environments other than their own. Most published social science research is conducted at the university level, among college students or among local volunteers or paid participants. Now and then you do find a cross-academic, cross-industry relationship where several companies participate together with a university, yet it isn’t 100 percent certain that conditions would be the same from one company to another. I, for one, have spent time pondering the comparability of a study from a manufacturing facility in Pakistan to one done at a children’s hospital in Dallas, Texas. I don’t usually fret about these things as much as others, and the study was compelling, but this was a leap that was even too far for me. Generalizability of the findings of research is always a debatable if not clear concern.

Fortunately, if your company has invested in your effort in people analytics, you have a perfect opportunity to produce learning that is highly relevant to your environment. Being able to tout this fact means that your findings should land with more credibility among the people you need to impress.


Introducing probability sampling

The purpose of sampling is to select a set of elements from a population in such a way that descriptions of those elements accurately portray the total population from which the elements are selected. Probability sampling enhances the likelihood of accomplishing this aim and also provides methods for estimating the degree of probable success.

The key to this process is random sample selection, in which each object or person has an equal chance of selection independent of any other event in the selection process. (If you need to visualize how random selection works, imagine repeatedly flipping a coin, rolling a die, or selecting random colored marbles from a jar.)

Random selection is important for two reasons: 


	It eliminates the introduction of conscious or subconscious biases that might compromise the construction of the experiment and, in turn, the findings.

	It produces the conditions necessary for probability theory — conditions that are the basis for the math that’s used to determine whether the findings were a result purely of chance, a result of error, or a result of the independent variable that you want to isolate and understand. The assumptions underlying the mathematics of certainty assume that the samples have been selected from the population randomly, so randomness has to happen.



When looking at other assumptions, and in order for people analytics (or any other type of analytics) to work, you must be able to isolate the variables. For that, you have only two true options: 


	Collect all other variables that may influence the dependent variable (known or not known), and include them in a multiple regression or machine learning algorithm.

	Randomly select samples and apply the changes you want to measure to only one of those samples.



The first option, collecting all other variables that may influence the dependent variable, isn’t practical, and it may not even be possible. The second option (random selection) is less time consuming, less expensive, and less intrusive — and it produces more mathematical and scientific confidence than any other method you could deploy. If a method is perfectly suited to people analytics, it’s rapid experimentation using random samples.



Randomizing samples

Beginning with a list composed of all the people in your company, you select two random samples. The question you face is, how many people should you include in those two samples?

The larger the sample size, the easier it is to produce a statistically significant finding — meaning that there’s less chance your results happened by coincidence. The more confident you want to be in the results, the larger the sample size needs to be. When selected randomly, a surprisingly small proportion of a large group can be used to predict the result of the population. However, the smaller the group you study, the larger the proportion of that group you need to sample to be certain.

All this may sound above your mathematical pay grade, but rest easy — you can use simple online calculators. Focus on understanding the big picture of what you’re trying to do and why, and then take advantage of the online recommended sample size calculators as well as the statistical applications out there (Minitab, R, SAS, SPSS, or STATA, for example) or Excel to take you the rest of the way.

[image: Tip] Looking for a great sample size calculator? Here's one at www.qualtrics.com/blog/calculating-sample-size.

To walk you through the basics you need in order to get the job done, here are some key terms you need to understand if you want to efficiently and effectively calculate the necessary sample size: 


	Population: In most cases, the population is the total number of people in your company. This is true if you’re interested in research that generalizes to the entire company, but in some cases you may be interested in generalizing findings to only a segment of employees. In any event, the population is the entire group you want to study, whether that's the whole company or a segment of the company.

	Sample size: The sample size is the number of people included in your study. It’s called a sample because it represents only a portion of the population you’re studying. A random sample is a method of choosing a sample where the members of the sample were selected entirely by chance.

	Representativeness: If the two samples were selected randomly, you know (based on probability theory, mentioned earlier in this chapter) that the people selected resemble the population they were selected from and that the two samples also resemble each other. The degree to which you can be sure they resemble the population and each other is a function of the total size of the population and sample size.

	Mean: the mean, also called the average, is the central value of a discrete set of numbers: specifically, the sum of the values divided by the number of values.

	[image: Remember] The true mean refers to the population mean. When you are contrasting between the mean and “the true mean,” then the mean refers to the sample mean and the true mean refers to what the mean is if you measured everyone in the population. In the absence of the true population mean, the sample mean is the best estimate.


	Margin of error: No dataset or sample is perfect, so you need to decide how much error to allow. The margin of error specifies a percentage that tells you how much you can expect your measurements of the sample to reflect the true mean. The smaller the margin of error, the closer you are to be sure of your findings.

	Confidence interval: This figure determines how much higher or lower than the population mean you’re willing to let the sample mean fall. If you’ve ever seen a political poll on the news, you’ve seen a confidence interval. It looks something like this: “58% of registered voters sampled said yes to Proposition Z, with a margin of error of +/– 5%.” This means that based on the poll (a sample of the population of all registered voters) the proportion of actual registered voters expected to favor of the proposition in the actual vote could be as low as 53% and as high as 63%.

	Confidence level: How confident do you want to be that the actual mean falls within your confidence interval? The most common confidence intervals are 90 percent, 95 percent, and 99 percent confident. For example, if you ran a study 100 times, an 80 percent confidence level would produce an incorrect conclusion 20 times out of 100, and a 99 percent confidence level would produce an incorrect conclusion 1 time out of 100. You choose the confidence level based on your tolerance for error. The goal should not be to produce perfect certainty, but rather to increase your odds of being right about your conclusions. If you’re making a life-or-death decision, you want to get as close to perfect as you can within your budget. If it isn’t a life-or-death decision, you can play the odds.

	Standard deviation: How much variance do you expect in the responses? The standard deviation is a measure that is used to quantify the amount of variation or dispersion of a set of data values. A low standard deviation indicates that the data points tend to be close to the mean, while a high standard deviation indicates that the data points are spread out over a wider range of values.



Having determined the number of overall people you need to select to represent the population, your next step is to randomly select people to meet this need and to break them into two groups — one that will be exposed to the change and another that will be in the control group.

For purposes of this example, let’s assume that you need 100 randomly selected people to represent your company population, which you intend to break into two samples of 50 people. One quick-and-dirty way to accomplish this task is by using Excel. Here's how: 


	Put a list of all employees from the population you want to study into an Excel spreadsheet.

For example, if you have 1,000 employees, you should have a list of 1,000 employees in Excel, with one person per row. From this you want to select a random sample of 100 to be in your study, and you don’t want any systematic bias — conscious or subconscious. Fortunately, Excel has a formula to generate random numbers and is a versatile spreadsheet application, so you can accomplish what you need.


	Add a new column just to the right of the list of employees, and name it Random-Number.

	In the first cell underneath the heading row of Random-Number, type = RAND() and then press Enter.

A random number appears in the cell.


	Copy-and-paste this first cell into the other cells in this column, spanning the entire list of employees.

In Excel, you can accomplish this copy-and-paste action spanning a large range in different ways. One method is to grab the lower right corner of the cell and drag the formula down for the span of the employee list. Another method involves copying the cell with the formula, selecting the entire area where you want to paste it, and then clicking the Paste button on the Home tab.

After each employee row contains a random number, you'll want to sort the entire table (all columns) by the Random-Number column.


	Start by using your cursor to select all the columns with your data in it.

Make sure to select all of the columns in the dataset so that you don’t tell Excel to sort some columns and not others.


	After your entire dataset has been selected, click the Data tab on the Excel ribbon.

A submenu opens, displaying a number of options for handling data.


	Select Sort.

Doing so opens the Sort dialog box, which allows you to tell Excel exactly which column or columns you want to use to sort your data and precisely how you want to sort the data using those columns. By default, this menu looks like a table with one row partially populated.

Before you go any further, take this opportunity to look up to the upper right for a My List Has Headers check box. If your list has headers, be sure to check this box. This will tell Excel not to sort the first row — your header — into your list. You want to keep your column headers at the top.


	In the Sort dialogue box, click the blank cell beneath the Column header and select the column that has your random numbers in it. Working your way right, make sure Sort On is set to Values. Next, make sure Order is set to sort by Smallest to Largest.

	When you have made all of your selections click the OK button in the bottom right of the dialogue box.

Excel sorts your data as you have requested.




After you have sorted the table by the randomly generated numbers, the first 100 rows represent a random selection of 100 out of 1,000 employees. To determine which 50 of the 100 should be in the study sample and which should go to the control group, you could assign a new random number and repeat the process or just split them into groups of 50 from the list the way it is because they’re already in random order.



Matching or producing samples that meet the needs of a quota

When selecting a statistically significant sample from a list of people, you can expect that the selected sample will represent the list. However, if the question of your study involves some characteristic (ethnicity, for example) in which some groups are minorities and therefore not a large percentage of the population, then by definition they’re less likely to be selected in your random samples. In many circumstances, this may not be a problem for you; however, if you’re designing group experiences that require a diverse sample (a deliberate mix of underrepresented minorities and others for purposes of study of diversity and inclusions beliefs, for example), you might need to modify your random selection technique. I explain how to do this here:

[image: Remember] What you’re trying to do here is create two randomly selected groups while meeting the criteria necessary for the study to work — in this case, the need to enforce that there will be some deliberate mixture of “underrepresented minorities” and “others.” The technique I suggest for this is called stratified random sampling, a method of sampling that involves dividing the population into smaller groups known as strata. The strata can be formed based on any variable or characteristic. In the case of my example, I am stratifying based on a classification of underrepresented minority and other.

To remain representative of the overall population, the goal is to keep both samples of 50 close to the actual distribution of underrepresented minorities and others. This may in fact happen randomly; however, because minorities are by definition a small part of your population, they may not come up in the random list. The simplest way to make sure it happens is to add columns to the spreadsheet for those characteristics you want to use to enforce a quota, populated with a value for each row labeled either Underrepresented Minority or Other. Let’s say you want to have 20 percent be Underrepresented Minorities and 80 percent Other in each of the samples of 50. You still want to remain random, but you’re looking for 10 underrepresented minorities to be added to each sample (20 percent of 50 is 10).

To continue the earlier example, here's how you can ensure that it happens: 


	Populate the additional column with the necessary values (Underrepresented Minority or Other) for each employee.

	Assign random numbers the same way you did a little earlier.

	Sort the list in order of the random numbers.

Starting at the beginning of the list, put the first 40 Others in Group A and the first 10 Underrepresented Minorities in Group A. Then put the next 40 Others in Group B, and the next 10 Underrepresented Minorities in Group B.

Now you have two samples of 50 people drawn randomly to be representative of each other and that, when combined, are representative of the population you want to study as a whole. With that behind you, you can now begin the experiment, whatever you have devised it to be.







Analyzing Data from Experiments

When tackling the data culled from your experimental work, it's always good to start out with a clear understanding of the terminology involved. For example, in scientific research intended to measure relationship between variables, variables are either independent or dependent. As their names imply, dependent variables are the variables that are affected when the independent variables change. Independent variables are labeled x and dependent variables labeled y. If there are multiple independent variables, this may be noted generically as x1, x2, x3, … with as many (x)s as the number of independent variables you have.

Here's an example: If an instructor wants to study success in a class, she might collect data for independent variables like completion of earlier related classes, GPA, and study time and then use test scores as the dependent variable. Using the collected data, the instructor can correlate each independent variable (GPA, study time, and so on) to the dependent variable (test scores). If the Test Score variable is highly correlated with the Study Time variable, the instructor could use this information to encourage students who want to have high test scores to increase study time.

Significance is determined by the probability that a sample would show such a relationship if it didn’t exist in the population as a whole. If a relationship between variables is regarded as significant, it’s taken by inference to exist in the population as a whole.

The analyst must determine the critical value of the probability below which the relationship will be viewed as significant and above which it will be attributed to probable sampling error. If the desired confidence interval is set at 95 percent, then the significance value is .05 and there’s only a 5 percent chance that the demonstrated relationship doesn’t actually exist — that it had occurred as a result of chance, in other words.

[image: Remember] With a confidence interval set at 95 percent, if you ran this experiment 100 times, you would likely make a wrong conclusion 5 times. Such is life when dealing with probabilities.

Statistical significance quantifies the possibility that your result is simply due to chance. Practical significance determines whether the difference you find is big enough to be of practical value to you. The goal of statistical significance is to represent a mathematically defensible confidence in the finding. The goal of practical significance is to figure out whether those statistical differences matter to you in the real world.

[image: Remember] You may have a high degree of statistical confidence that there is in fact a difference between 10 cents and 20 cents; that difference, however, may not buy you anything of any practical value in the real world. The latter is practical significance.

A relationship cannot be viewed as important if it isn’t significant, because there’s too great a chance that it resulted from sampling error (randomness). However, a relationship that’s statistically significant may or may not be important (be practically significant), because importance depends on the strength and meaning of the relationship.

With the basic vocabulary out of the way, it's time to do some analyzing. The next section gets you started.


Graphing sample data with error bars

Let’s talk about a simple, rough method for judging whether an experiment might support its hypothesis. You want to know if the mean for the experimental group is in fact different from the control group or if the difference is simply a result of chance.

The standard error of the mean is a statistic that measures how likely the mean statistic you computed is in fact the true mean. The standard error is like a region of likelihood around the computed mean — the region around the computed mean in which the true mean probably lies. The standard error is computed by taking the standard deviation of the measurements and dividing by the square root of n — the number of measurements.

To use the standard error technique, draw a bar chart of the means for each condition, with error bars (“whiskers”) stretching one standard error above and one standard error below the top of each bar. If you look at whether those error whiskers overlap or are substantially different, you can make a rough judgment about whether the true means of those conditions are likely to be different. Suppose that the error bars overlap — then it’s possible that the true means for both conditions are actually the same. But if the error bars don’t overlap, it’s likely that the true means are different.

The error bars can also give you a sense of the reliability of your experiment. If you didn’t put enough people in the samples, your error bars will be large relative to the size of the data. So the error bars may overlap even though there really is a difference between the conditions. The solution is more repetition — more people — in order to increase the precision of your understanding of the true location of the means.

Here's a step-by-step look at how to add error bars to your bar graphs in Excel: 


	In a spreadsheet, summarize your collected data with the mean (average of all data), standard deviation (using the Excel formula =STDEV), and standard error (using the Excel formula =STDEV/SQRT(n)) for the data in your table, as shown in Figure 16-2.

	Highlight your summary chart, click the Insert tab, and then click the tab's Bar icon to insert a bar chart graph of the mean.

	Click the Chart Design button on the Excel ribbon, then choose Add Chart Element ⇒   Error Bars  ⇒   More Error Bar Options from the menu that appears, as shown in Figure 16-3.

	In the Format Error Bars pane on the right, leaving all other selections in their default position, click the Specify Value button and then use the Custom Error Bars dialog box to select the range of data containing the standard error.

In the example, that would mean selecting cells containing your calculated standard error from your summary chart for both the positive and negative error values. (See Figure 16-4.)


	Finish formatting the graph for style. (See Figure 16-5.)

Figure 16-5 shows the finished graph with error bars. If the error bars overlap, meaning the top of the Before whisker extends higher than the bottom of the After whisker, that implies that, even though the means represented by the bars look different, with error taken into consideration they may in fact be the same mean. If the bars don’t overlap, it’s unlikely they are the same mean.




[image: Screenshot of an Excel sheet presenting a sample table with a summary of statistics.] FIGURE 16-2: Sample table with a summary of statistics.




[image: Screenshot of an Excel sheet for inserting error bars by clicking the Chart Design button on the Excel ribbon.] FIGURE 16-3: Inserting error bars.




[image: Screenshot of an Excel sheet to select the standard error range for both the positive and negative error values.] FIGURE 16-4: Select the standard error range.




[image: Screenshot of an Excel sheet depicting the finished graph with the error bars.] FIGURE 16-5: The finished graph with error bars.






Using t-tests to determine statistically significant differences between means

The t-test is a statistical method often used in experimental design when comparing groups or samples for the purpose of determining the impact of some change. Nobody has come up with a good reason why it's called a t-test rather than a z-test or a p-test, but some speculate that the person who developed the t-test, William Sealy Gosset, simply chose the last letter of his last name. (Fun fact: Gosset, an English statistician, offered his services to the Guinness Brewery of Dublin, Ireland, where his talents were used to improve the quality of its signature stout.)

There are a few things you should know about t-tests before we go any further. First, I’ll explain the 3 types of t-tests, the 2 forms of t-tests, and the specific descriptors you’ll need to understand to complete a t-test in Excel.

First off, the 3 types of t-tests are: 


	Unpaired (or independent samples) t-test: This is the most common form of t-test. It will allow you to compare two sets of data. Our example below will use an unpaired t-test. I will compare a group who received training versus a group that did not.

	Paired t-tests: Use a paired t-test when you run a t-test on dependent samples. For example, you would run a paired t-test if you collected data on the same group of people before and after a training. Comparing the same person's test scores before and after training means that you’re effectively using each person as his own control. Rather than compare the test results of a sample of employees who received training versus a sample who didn’t, you’re comparing changes in the same group's prior sample with their own later test measurements

	One (or single) sample t-test: This t-test will compare the mean of your collected sample to a known value. For example, you can use a one sample t-test to compare the number of sick days taken within your organization to the industry average.



Now the 2 forms of t-tests: 


	Two-tailed t-tests: In the more conservative, 2-tailed t-test, your hypothesis is merely that the means are different, so an extreme t-value, either positive or negative, counts as evidence against the null hypothesis that the means are the same.

	One-tailed t-test: The other form is the 1-tailed test, in which your hypothesis expects the difference to go one way or the other.



Finally, here's how Excel labels each type 


	Paired test: Use this option when performing a paired t-test.

	Two-sample equal variance (homoscedastic): Use this option when doing an unpaired t-test with equal standard deviations.

	Two sample unequal variance test: Use this option when doing an unpaired t-test with unequal standard deviations.



Now, suppose that you want to evaluate the effect of an effort to help employees better understand all elements of their pay, including how their pay compares to the market as well as how the company makes salary decisions. As a pilot, you enroll 100 subjects into your study and then randomly assign 50 subjects to the experimental group (training class) and 50 subjects to the control group (no training class). In this case, you have two independent samples and would use the unpaired form of the t-test. After the training is over, the next performance review scores of the participants in the experimental group can be compared to the control (those who didn’t go to training) using the t-test.

With a paired or unpaired t-test, you’re using the statistical t-test to determine whether there’s a difference in test outputs as a result of the training or whether there’s no difference. Technically, you’re accepting or rejecting whether the differences found (if any) are likely a result of chance or likely caused by something else. (For your research, you'll assume that the “something else” is the training program until proven otherwise.)

[image: Remember] The actual calculation of the t-statistic and the proof that it’s a valid test are beyond the scope of this book. In practice, nobody computes their own t-statistic; they use a statistical package (or that jack-of-all-trades, Excel) to do the computations, which is what I recommend.



Performing a t-test in Excel

Taking another look at the example, you're trying to figure out whether an employee's satisfaction level in terms of his compensation improves after undergoing training designed to explain the logic behind such compensation levels. You can postulate that, yes, satisfaction levels will rise as a result of such training. To test this theory, you come up with a hypothesis suggesting that the means of the two samples — the experimental group and the control group — are not equal, meaning that there’s a statistically significant difference between the satisfaction levels of both groups.

[image: Remember] Science always requires that you test the opposite of your hypothesis. If the actual hypothesis is that the means are not equal, the opposite hypothesis is that the means of two samples are equal: this is called the null hypothesis. If the two means are different you reject the null hypothesis (they are the same) and temporarily accept the alternative to the null — that the two means are different as a result of whatever your theory has suggested. For now, your theory holds up.

As I mention earlier in this chapter, one of the best ways to determine whether there’s a significant difference between the means of two groups is to use a t-test. You'll want to apply a t-test to the before-and-after levels of satisfaction with compensation among the experimental group and then compare those values with those of the control group. A quick way to calculate this is by using the built-in Excel t-test function: =T.TEST({array1},{array2},{tails},{type}). 


	{array1} refers to the first set of data.

	{array2} is the second set of data.

	{tails} refers to whether you want to run a 1-tailed or 2-tailed test. In {tails}, enter a 2 for a 2-tailed test or 1 for a 1-tailed test.

	{type} refers to the type of t-test. You have 3 options:

	1 = paired test

	2 = two sample equal variance test (homoscedastic)

	3 = two sample unequal variance test






So, to compare Experimental Group Before to Experimental Group After, begin by entering the following syntax directly into the cell you'd like to display your result in: 


=T.TEST(



Automatically, placeholders for the parameters you need appear in the cell. (Figure 16-6 shows you what I mean.)

[image: Screenshot of an Excel sheet of the t-test function, by entering the following syntax directly into any cell: =T.TEST(.] FIGURE 16-6: For the t-test function, begin by entering the following syntax directly into any cell: =T.TEST(.




Supply the correct parameters, shown here: 


	{array1}: Input B3:B12 for Experimental Group Before.

	{array2}: Input C3:C12 for Experimental Group After.

	{tails}: Enter a 2 for a 2-tailed test.

	{type}: Enter a 2 for a two sample equal variance test.



Press Enter and Excel carries out the t-test for you. The result here is a p-value (short for probability value) of 0.045. In statistical analysis, the p-value is the probability that the differences you observed happened purely by chance. Every run of an experiment has random noise; the p-value is the probability that the means were different only because of this random noise. Thus, if the p-value is less than 0.05, you can have 95 percent confidence that there really is a difference.

[image: Remember] A small p-value (typically ≤ 0.05) indicates strong evidence against the null hypothesis, so you reject the null hypothesis. A large p-value (> 0.05) indicates weak evidence against the null hypothesis, so you fail to reject the null hypothesis.

To compare Experimental Group After to Control Group After, re-create what you see in Figure 16-7. Begin by entering the following syntax directly into the cell you'd like to display your result in: 


=T.TEST(



[image: Screenshot of an Excel sheet displaying the p values returned from two applications of the t-test formula (Experimental group vs. Control group) are 0.045 and 0.046.] FIGURE 16-7: The p values returned from these two applications of the t-test formula are 0.045 and 0.046.




Replace the placeholder parameters with this information: 


	{array1}: Input C3:C12 for Experimental Group After.

	{array2}: Input J3:J12 for Control Group After.

	{tails}: Enter 2 for a 2-tailed test.

	{type}: Enter 2 for a two sample equal variance test.



Press Enter and Excel carries out the t-test for you. The result here is a p-value of 0.046, as shown in Figure 16-7.

Admittedly, a full-featured statistics application will return a more complete table of summary statistics; this simple shortcut formula in Excel returns only a simple p-value. Fortunately, the p-value is the most important value for the purpose of this discussion. To interpret the p-value, you just need to know whether the p-value is less than the value you picked for the confidence level: for example, .10, .05, or .01.

For the purpose of this example, go ahead and set the confidence level to a pretty easy bar to get under — 90 percent confidence = (0.10). When you apply this standard to the p-value of both comparisons, you'll find that the p-values of both (0.045 and 0.046) are indeed below the minimum threshold you set to be confident that your means are different. This allows you to reject the null hypothesis that the means are the same and accept the alternative hypothesis that the means are different.

For now, based on the level of confidence you want to have and this experiment, there’s enough evidence to support the position that Compensation Total Rewards Training helps to increase satisfaction with pay. You can now say that there’s a statistically significant difference between the means.

[image: Remember] Keep in mind that statistical significance doesn’t imply importance. There might be better ways to improve satisfaction with pay, or maybe satisfaction with pay has no impact on employee attrition. If that's the case, statistical significance may not matter to you. For a complete decision, you should consider what you have learned about the relative importance of factors, including pay, in a key driver analysis. (See Chapter 13 for more on key driver analysis.)









Part 5

The Part of Tens


IN THIS PART …

Recognize the most common myths and misconceptions about people analytics

Avoid the worst pitfalls








Chapter 17

Ten Myths of People Analytics


IN THIS CHAPTER

[image: Bullet] Recognizing common misconceptions

[image: Bullet] Thinking differently because people analytics is different

[image: Bullet] Getting your priorities straight, right from the start



People analytics work is different from other analytics, so knowing how to manage it can be especially difficult. Traditional ways of working and leading have inertia. Many folks you work with — some that are well-meaning and some that feel threatened by this new thing – can directly or indirectly conspire to knock you off course and derail your success. Myths abound about the nature of people analytics, and many large, very successful, and well-resourced companies have fallen prey to one or more of these myths. As a result, although they started out with high expectations, they soon discovered they had run into a wall with people analytics. Imagine how much more challenging it is if your company isn’t large and well-resourced!

In this chapter, I fill you in on the most common myths standing in the way of successful people analytics and tell you how to think about it differently. These myths are tenacious – and they can be real problems for you if you’re not careful. Be on the lookout for them and be ready with answers. Doing so can save your people analytics initiative, your job and, if you believe this stuff matters as much I do, the success of your entire company.



Myth 1: Slowing Down for People Analytics Will Slow You Down

Myth: Stopping your traditional human resource efforts to work on data collection and analysis for people analytics will slow you down and keep you from the results you are trying to achieve.

Truth: It is true that people analytics requires spending more time up front to define problems, develop processes to collect data, and then analyze it, but this time spent up front can save you much more over the long run. People analytics is about helping the entire team work smarter, not harder.

Stopping to collect data and analyze it seems to run counter to whatever tasks you are trying to accomplish, but people analytics is actually the quickest, most effective, and most efficient way to get impact from what you are doing in human resources.

Here is a scenario that illustrates how people analytics can help you do the same work you already do a little differently to save a lot of time and effort in the long run.

Imagine you are the head of recruiting. Your team is working as hard as it possibly can to fill open positions for your company. Recruiters are working ten to twelve-hour days trying to keep up with candidate interactions. On top of this, management wants to expand into a new market so they are asking you to do even more.

You might be thinking, “How can we possibly spare a member of our team for this people analytics thing — we are so busy!”

Now, imagine you resisted this fear and did it anyway. You discovered through analysis of resumes and recruiting process data that by screening resumes for new criteria you can reduce the number of people you push into later stages of the recruiting process that inevitably fail. A simple tweak in how you screen resumes can reduce recruiter interactions with candidates later in the process by 25%, with no reduction in the number of hires or quality of hire. By reducing the workload, the application of this insight would be like getting 25% more recruiters.

Your analysis also discovers another pattern. People that respond to a question in their interview in a certain way are more likely to stay with the company for many years, rather than turning around and leaving in the first year. By choosing for characteristics that produce longevity you can decrease need to backfill seats of people who are leaving – this amounts to an additional 25% reduction in demand for recruiters.

Adding up these two insights, you have decreased recruiter workload, achieving more with the same number of recruiters — in effect increasing the overall productivity of your recruiting team by 50%. If there are 50 working weeks in a year, the savings from the example above is equivalent to 25 work weeks. Even if you stopped your entire team to do nothing else but work on analysis for two whole weeks, you would still be 23 weeks of work ahead. That’s just in one year! If the insights you produced in those two shut down weeks continued to work for the next five years, imagine the savings you have received by stopping to do analysis. That would be 115 work weeks over five years saved from just two weeks of analysis.

The example above illustrates the power of analysis — you can achieve a lot more with less input if you slow down to do analysis.



Myth 2: Systems Are the First Step

Myth: You must select and implement a new system before you can start people analytics.

Truth: The people analytics process I have found works the best doesn’t even get to system implementation until the end — it is Step 8 in the process below: 


	Determine what problem is most important to work on.

	Study what you already know about the problem.

	Form new theories about the causes of the problem and predictions about the evidence of the problem that you’ll see in the data.

	Develop measurements to test your theories.

	Collect the right data to perform the measurements.

	Perform the measurements and analysis to see whether they support your theories.

	Determine if the insight produced by this analysis is useful. If it is not useful, return to Step 1. If it is useful, go to next step.

	If the insight produced by the analysis is useful, determine if you want it to be running continuously. If so, then implement a system to automate the analysis. If not, then return to Step 1.



As you can see, this process doesn’t require you to have any particular new systems for people analytics at the outset. In fact, starting with systems may actually take your attention away from those things that matter most. There’s no need to make large up-front investments in specialized systems to start your people analytics initiative. You can start on whatever HR technology infrastructure and basic desktop business application you already have until you have proven some value from your efforts.

The systems you use are not the most important part of people analytics — the analysis is. Software developers are always making new systems that are better than the last systems and this is good, but you probably don’t need a new system to get started. You can solve even the most difficult analytical puzzles with logic, experimentation, and widely available business applications that need not be sophisticated or cost a lot of money. All of the things you need to get started with people analytics can be performed in standard desktop applications like Microsoft Excel, cloud-based spreadsheet software like Google Sheets, or in open-source statistics software you can find online for free like R. Anything beyond this is just intended to make what you do better or more efficient in some way. I’m all for better and more efficient, but don’t let perfect be the enemy of getting started.

There’s no need to make large up-front investments in new technology systems to start your people analytics initiative.



Myth 3: More Data Is Better

Myth: The more data, metrics, reports, and dashboards you have, the better job you have done.

Truth: The more data, metrics, reports, and dashboards you have the more you (and everyone else at your company) will be overburdened and confused.

Overwhelming end users with access to every bit of data and all possible ways to slice it can stifle adoption because the end users start to see it as a tangled mess too big to unravel- — what they need may be there somewhere but finding the information they need is going to take too much work.

Moreover, collecting, storing, moving, cleaning, sharing, and viewing data costs something. Even if money isn’t a limiting factor, time is. It takes time to tend to the details of all this data. Chasing a higher quantity of data without resolving what you are going to do with it can result in getting tied up in a lot of activities that in the end don’t contribute to your success. Activity does not equal progress. Make sure the actions you take with data will support valuable insights that others will use.

The most important part of any data analysis is the ability to pull out insights and take action based on the findings. The data you have on hand may or may not contain the answers to your (and others’) questions, but it certainly doesn’t contain the questions themselves. Those have to come from you. Resolve to identify the most important questions first and work backwards. This will help you prioritize your effort and make the output of what you produce more relevant to others.



Myth 4: Data Must Be Perfect

Myth: The HR dataset has to be exhaustive and without flaw and all together in the same system before you can start.

Truth: If you look at other fields you will learn there are no perfect datasets — and yet we keep marching onward.

The more you work with data (and talk to other people who work with data) the more you will realize, there are no perfect datasets. Finance doesn’t have a perfect dataset. Sales doesn’t have a perfect dataset. Marketing doesn’t have a perfect dataset. University researchers don’t have a perfect dataset. Einstein didn’t have a perfect dataset. Marie Curie didn’t have a perfect dataset. Nobody has a perfect dataset.

If data isn’t in the same system, it can be moved and joined. If data isn’t in the right shape, it can be transformed. If data is missing, it can be filled in. These activities are normal part of the process of analysis.

Most importantly, statistical methods allow you to draw conclusions from imperfect data. Statistical methods are tolerant of error — meaning they do not require perfect datasets. Statistical methods are intended to increase certainty in an uncertain world. Most statistical procedures are about comparing if two measures are different and then deciding with math if the difference is real or a result of random chance. It is possible to have error in your data and still be able to obtain an answer with reasonable certainty.

We are looking for reasonable certainty, not perfect certainty. Perfection has a value and a cost. In the world of people analytics, it turns out that the value of perfection isn’t very high — and the cost is higher if it prevents you from getting started.



Myth 5: People Analytics Responsibility Can be Performed by the IT or HRIT Team

Myth: People Analytics responsibility can be performed by the IT or Human Resource Information Technology (HRIT) teams.

Truth: Though people analytics and Human Resource Information Technology (HRIT) both have something to do with data and human resources, these trades require fundamentally different skills. Aside from this, the good folks in charge of maintaining the HR systems have responsibilities on their shoulders already.

Within the scope of HRIT you typically find that folks are responsible for system selection, integration, ETL (extract, transform, load), security and administration for the following kinds of HR systems: 


	Applicant tracking systems

	Onboarding systems

	Human resource information systems (the employee system of record connecting to many other systems)

	Payroll systems

	Compensation planning systems

	Performance management systems

	Learning management systems



Increasingly, systems facilitate nearly all aspects of the day-to-day work of HR. The confusion may stem from the fact that many of the systems that HR professionals use to collect data also offer direct access to data through embedded self-service dashboard interfaces, which many people will think of as synonymous with analytics, but they are not the same. The HR systems help you do many things better than you could do without the system, and they capture data, but they don’t do analysis.

Good HRIS management by professionals with an IT background and an HRIT emphasis is essential. IT professionals have a lot to offer in facilitating system selection, overall system architecture, designing how data flows between systems, oversight of system security and help desk interaction with those who have day-to-day interactions with systems. As you can imagine, that is a big workload by itself, without including behavioral science, statistics and HR domain expertise — the other important aspects of people analytics which are all totally different in terms of basic knowledge, skills, and abilities. IT professionals already have plenty to learn and do without adding data analysis to their plates!

[image: Technical stuff] There are systems that are used to facilitate the work of people analytics. Like any other business analytics function, the traditional systems used to facilitate people analytics include systems designed specifically for one or more of the following: ETL (extract, transform, load), data workflow, data warehousing, reporting or business intelligence, statistics, DevOps, machine learning, and data visualization. On top of the regular business analytics application needs, people analytics also requires the ability to perform surveys. Increasingly, there are niche applications designed for people analytics specifically. For example, there are systems that will help you wrangle HR data from multiple source systems into a single uniform data model (OneModel), visualize HR data (Visier), check for diversity bias in pay (Syndio), and analyze the talent acquisition process (RecruitFactors).

Ultimately, HRIS management is a domain-specific IT function, and people analytics is a domain-specific data analysis function. IT and HRIT professionals define system architecture, gather requirements for systems, and manage systems implementations. People analysts perform analysis, which requires deep domain knowledge in behavioral science, statistics and human resources.



Myth 6: Artificial Intelligence Can Do People Analytics Automatically

Myth: You can implement a system that will automatically use the data you have to solve all your problems for you.

Truth: Artificial intelligence applications can be useful tools once a clear task has been defined that a computer algorithm is capable of doing on its own, but the current total of applications of artificial intelligence for people analytics are still very small.

Today’s systems can grind through tasks at breakneck speed once its task is clearly defined, but today’s systems still cannot define objectives, define problems, figure out the right questions to ask, define the measures you will use to answer those questions, rally people to provide the information necessary, interpret the results, or garner the enthusiasm of others for change.

People analytics requires the inputs and efforts of people with enthusiasm, curiosity, creativity, and problem-solving skills. Truly, some tasks are simply better for computer algorithms to do. However, you need a person to tell that system which task to do in the first place. You also need people to identify new data that may be beneficial to the algorithms as well as design processes, provide data, scrutinize the algorithms, and find ways to communicate and use the output. The current state of artificial intelligence still leaves a lot of work for people in people analytics!



Myth 7: People Analytics Is Just for the Nerds

Myth: People analytics is just for nerds — regular people need not apply. Nothing less than a really smart PhD data science person (or a team of them) can possibly get the job done.

Truth: People analytics is a team sport.

Though I’d never turn down a chance to get a super-genius on my team, the idea that you must hire a team full of super-geniuses to do all the work of people analytics on others’ behalf is simply false. Everybody in today’s rapidly evolving and competitive job market should learn how to form good data questions, how to collect good data, how to make good data-informed decisions, and how to work with a little data in a spreadsheet.

Aside from this, many of the tasks necessary for people analytics don’t require a PhD or any special intelligence. 80% or more of the work of analytics falls into the category of preparing a dataset for analysis, as opposed to the analysis itself. Some examples of the work that is required: 


	Project management

	Talking to people to find out where data is in systems

	Getting data into databases and spreadsheets

	Filling in data holes

	Putting calculations into a dataset to combine things, separate things, add things, or remove things

	Getting data fields into the right format for analysis

	Moving the entire dataset into the right orientation for analysis

	Creating graphs

	Adding the graphs to presentation slides and annotating them

	Sharing data and insights with others

	Facilitating integration of the insight into decision-making processes



Get everyone involved! When something extremely complicated comes up, you can grab the attention of PhDs working in other areas of your company or a graduate student at a local college.



Myth 8: There are Permanent HR Insights and HR Solutions

Myth: There are permanent HR insights and HR solutions. Once you've run a successful analysis and have extracted a people analytics insight, you are done.

Truth: You are never done with people analytics.

HR insights have a shelf life and statistical models require constant care to continue being useful over time. All statistical models start with environmental, behavioral, and cognitive assumptions which require similar conditions for the results to generalize from one situation to the next. You need to reevaluate the assumptions and update statistical models with new data continually.

Even if you can manage to quash a problem entirely, the next problem is about to emerge elsewhere. The intrinsic dynamic qualities of human beings are what makes them the heart and soul of your business, but those same qualities consistently generate problems that you will never finish solving.

Rather than strive for an empty to-do list, you should measure your success by the additional results your company is achieving and the benefits the human beings in it are enjoying thanks to your effort.



Myth 9: The More Complex the Analysis, the Better the Analyst

Myth: The more complex the analysis, the better the analyst.

Truth: The best analyst answers the question in the simplest manner possible.

[image: Remember] Occam's razor (or Ockham's razor) is a principle from philosophy that states that the simplest explanation is usually the right one. Suppose there exist two explanations for an occurrence. The principle of Occam’s razor suggests that the one that requires the least speculation is usually better, because it requires less assumptions. It is also easier to understand.

Of all the dangerous myths to befall people analytics, the one that is perhaps the most insidious is believing that the more complex the analysis, the better. Left to their own devices, people usually define “better” as the newest or most advanced tools. People love new toys — a new technique, a new form of analysis, a new software program. When they get a new toy, they get to play with something they haven’t had before, which makes it exciting for a time. It is OK to have some excitement for your work, but this needs to be balanced against the need to solve problems that matter and picking the most efficient tool for the job. If you are not careful, you will spend all your time and money chasing the latest fad.

New tools are constantly emerging. For a few years it was predictive analytics, then it was natural language processing (NLP), then organization network analysis (ONA) and, at the time of the writing of this book, artificial intelligence (AI). If you buy into the AI fad, you might settle on the idea you should just drop “people” from the name “people analytics” and get into something else entirely. Like fad diets and exercise equipment, these shiny new objects can sometimes distract you from what you are trying to achieve and all the other options available for you to achieve it. Be careful, because often what is popular is being driven by the marketing efforts of big technology companies that are out to make a quick buck from your excitement at the expense of your time and wallet.

Take Organization Network Analysis (ONA), for example. ONA is an advanced statistical method for studying communication and socio-technical networks within a company based on social network theory. This technique creates statistical and graphical models of the people and knowledge patterns in organizational systems. Two years ago, if you were not doing something with ONA, you were old hat. According to the cool crowd if you were not doing ONA, you might as well remove “analytics” from the name “people analytics” because you are just “people” doing something or other but certainly not analytics in any serious way. I disagree. ONA is a great tool for understanding patterns of information flow and a great new approach to study diversity. If this information is useful for a question you are trying to answer and you can figure out how to use it, you should, but absent a good use, your interesting network graph isn’t going to hold attention for very long. We will still be figuring out the possible applications of ONA for a while, but the buzz around ONA seems to have come and gone in a flash — the world has now moved on to AI. Again, some people might have you believe if you aren’t doing AI, you might as well just give up analytics now. I don’t buy it.

A carpenter cannot build a house with just the latest laser level, and you cannot fully understand a company with just organization network analysis (ONA) or whatever the newest sexy tool is. There are many different things relating to people you should measure and many different methods you can apply, but each do not fit equally to the task at hand. You need a tool box that includes an array of tools to solve a variety of different problems. It is great to have new tools, but don’t get fixated on them.



Myth 10: Financial Measures are the Holy Grail

Myth: The Holy Grail of people analytics is to measure the actions relating to people through traditional financial measures like Return on Investment (ROI).

Truth: People analytics may still lack the common definitions, conventions, and oversight that finance has benefited from for hundreds of years; however, people analytics represents a new measurement system for understanding and controlling the performance of a company that is different and, in some ways, much better than traditional financial measures.

Criticisms of the finance method of analysis include: 


	Financial measures aggregate so many different actions and conditions together that you lose the ability to determine causal linkages.

	Navigating the company based on financial measures can be like navigating your car from the rear-view mirror. Financial measures make a decent scorecard, but they don’t make a great playbook.

	Financial measures can encourage decisions that have short-term financial benefits but have devastating long-term consequences.



The idea that the old ways of accounting for business performance are the only ways to analyze a business and make decisions is incorrect. People analytics goes upstream from financial measures to provide insight and control over those things that impact the long-term health and performance of the company. People analytics incorporates the financial measures, but it offers insights that you cannot see in the financial measures by themselves.

[image: Remember] Do not expect traditional accounting methods and systems to reflect improvements accomplished through human resources immediately. Eventually, improvements in control over talent attraction, activation, and attrition will impact the bottom line, but it may take some time for the benefits to accumulate and it may be difficult, if not impossible, to isolate the impact of individual decisions or actions in financial measures. This is not to say that the impact of individual decisions or actions cannot be tested — they just have to be tested by scrutinizing causal assumptions with other measures.








Chapter 18

Ten People Analytics Pitfalls


IN THIS CHAPTER

[image: Bullet] Recognizing the most common mistakes

[image: Bullet] Avoiding the biggest messes

[image: Bullet] Proceeding on your journey while mitigating risk



Over my career in people analytics, I certainly have made my share of mistakes. You don’t have to learn everything the hard way, though. In this chapter, I share ten of the most common (and most serious) pitfalls I have seen people analytics efforts succumb to over the years. I hope that by reading these, you can prepare yourself and your teammates to steer clear of trouble.



Pitfall 1: Changing People is Hard

People analytics can change the entire nature of human resources — and nothing gets people stirred up quite like change. Regardless of the scope of people analytics you are implementing, it’s likely that you’ll encounter some level of difficulty if you are trying change the way people think, the way people make decisions, and the way people do what the they do.

Quite often I hear about resistance to change. More often I encounter ambivalence rather than resistance. Ambivalence, however, can be worse than resistance because everyone may outwardly cheer you on and yet not provide the support you need to be successful. The difficulties associated with change materialize in many different ways. Here are just a few: 


	You need someone to give you access to a system and there is a lengthy, unexplained delay.

	You need to get others to explain data definitions to you and they claim they are too busy right now to get to it.

	You need to talk to someone about a report you are building for them and you can’t get time on their calendar.

	You need someone to change how others are inputting data into systems and help you with data clean-up and nobody follows up with you.



You need to proactively build awareness of the benefits of change and address the difficulty of change to try to get everyone pitching in. Otherwise, what starts out as ambivalence can quickly turn into full-blow resistance, leaving your movement toward data-informed decision making in tatters.

Here are some ways you can proactively improve the probability of your success: 


	Set up a cross-functional people analytics task force to help you be more aware of the needs of others and create an umbrella of support. Whenever you encounter problems, talk it over at a monthly meeting. Not only will you get valuable input, but you'll also get buy-in.

	Build lasting relationships with IT, data-management, and human resource information technology (HRIT) folks. You need their blessing, their input, their support, and their friendship. As with any important relationship, you usually get out what you put in.

	Get an important project sponsor. When you communicate with others, you can let drop that the head honcho is closely watching the outcome of the project. That tends to get people's attention.

	Three words: communicate, communicate, communicate. It is a good idea to send notes to all stakeholders periodically. Be sure to reinforce the importance of people analytics, revisit the benefits of the project, and give them updates on the project’s status.



[image: Remember] In the introduction to people analytics in Chapter 1, I refer to the Four S People Analytics Framework — also referred to as the People Analytics Intersection. By this I mean people analytics is the new thing that is created at the intersection of people strategy, science, statistics, and systems. Figure 18-1 illustrates how people analytics joins the four broad people S capabilities (strategy, science, statistics, and systems) to create some new innovation that didn’t exist before. Most companies will start people analytics with strengths in some S and deficiencies in one or more of the others. It is important to recognize that different strengths and deficiencies will produce different blind spots or pitfalls. It is the component that is most deficient that will define the pitfall that will materialize. It is my hope that by clarifying capability-related blind spots below you can avoid these capability-related pitfalls entirely.

[image: Illustration of the four S People Analytics framework depicting people analytics as the intersection of people strategy, science, statistics and systems.] FIGURE 18-1: People analytics is the intersection of people strategy, science, statistics and systems.






Pitfall 2: Missing the People Strategy Part of the People Analytics Intersection

People analytics is only really useful if it is aligned to your strategy and informs decision making. Anything else is just going in circles. When data analysis is not linked to strategy or determined by strategy, then the company is wasting time and money in all this activity that is never going to be used.

In the absence of a linkage of people analytics to company strategy most companies either attempt to measure everything or measure everything that everyone else is measuring, because they don’t know what else to do.


Measuring everything that is easy to measure

This is by far the biggest mistake that people make — they work out what is easy to measure and measure everything that is easy to measure regardless of its relevance to the business.

HR executives will often brainstorm measures and analyses. Usually the ones they end up with will be the ones they have heard of before, read about in a management journal, or are metrics they've already seen. Obviously, this is not the best way to develop a plan because the resulting list is overwhelmingly long, is not relevant to the strategy of the business, and does not answer the most critical questions.



Measuring everything everyone else is measuring

A trap that many businesses fall into is looking to other companies to see what they are measuring and then just doing the same.

For example, the HR leader may notice that many businesses are conducting annual engagement surveys and think that they’d better do that as well. Rather than taking a step back and working out what questions they need to ask, they look elsewhere at the questions other businesses are asking and follow suit. As a result, what they measure is often just what they have always done before, prompted by external sources or the most recent book on the market. The ones they should be measuring are the ones that are directly relevant. 


	If you start with an ill-defined problem, your work turns into a fishing expedition as you cast your line into the data lake and hope something hooks itself.

	If you start on an unimportant problem, your efforts turn into a trivial pursuit, where you might win the game but the fact that you won doesn’t matter a bit when you’re done.

	If you try to start without even specifying a problem, you make yourself into an atmospheric scientist: You’re analyzing the air.



The best insights come from focused projects. You need to understand the problem you’re trying to solve and have a clear notion of what you need to analyze to get the results you’re looking for.

Start with an idea, form a hypothesis, and look to confirm, refine, or reject the hypothesis with data.

Focus matters because, unless you have a large team and unlimited resources, you don’t have the time or the money to do everything. Strategy helps drive focus.




Pitfall 3: Missing the Statistics Part of the People Analytics intersection

The are many reasons to learn about statistics, but perhaps its most important purpose is to help you make better decisions in a world of much uncertainty. Yes, the world is an uncertain place, but increasingly, the world is also a place overflowing with data. Statistics can help you make sense of data, and in so doing make more sense of the world.

People unfamiliar with statistics expect to be able to see clearly the answers to their questions in a line graph or bar chart. However, visual patterns can mislead you. Just because a line seems to increase over time doesn’t mean that your conclusions about why it is increasing are the actual causes. Just because two bars on a graph are different sizes doesn’t mean that the difference is significant or meaningful. Only very large differences among very simple comparisons present themselves obviously in visualizations. Overreliance on visualization leads to simplistic observations that are not up to the task of producing answers to complex questions. The real world is complex: many factors push and pull in different directions at the same time. These don’t translate readily to visualization.

[image: Remember] Statistics can be an intimidating subject for many people, but ultimately it’s a subject involving a certain logic and certain procedures that can be learned by anyone. Relationships are much more uncertain, and you manage those every day!



Pitfall 4: Missing the Science Part of the People Analytics Intersection

Popular opinion suggests that knowledge of systems that a company happens to be using (or wants to use) or other technology tools like Python, R or machine learning are the most important skills to look for in analysts hired to lead people analytics initiatives. In my experience, though, nothing could be further from the truth. About the only things in common among the best analysts I’ve met in people analytics are curiosity, imagination, and a knack to get to the heart of problems. Aside from this, I have also noticed that they tend to have studied some form of behavioral science, in particular psychology, sociology, operations science or economics.

Science is everywhere in today’s world, so much so now that we hardly notice it. Science has impacted nearly every aspect of our daily lives, from what we eat to how we dress to how we get from point a to point b. Why not the workplace, too? Advances in technology and science are transforming our world at an incredible pace and our children’s future will surely be filled with leaps we can only imagine. No one can escape the significance of science in our world, but not everyone understands the importance of science, has been taught to think critically, or been provided with the tools to analyze and test a problem in the ways people who study science have. The application of science to people at work is a new frontier of science that I’m proud to be a part of, and you can be part of this, too!

[image: Remember] The beauty of science is that it's self-correcting. Science is coming up with an idea, testing that idea, and then observing to decide if it works or if you have to throw that idea out. If an idea is wrong, you have to get rid of it to make way for a new one. Science is a way of looking at anything you want to understand and saying how does this work, why does it work, and how can you know about this?



Pitfall 5: Missing the System Part of the People Analytics Intersection

Today it goes without saying that companies have systems supporting the many transactional functions of human resources. You certainly have a system for payroll so you can pay people as well as a human resource information system and some combination of other systems to facilitate all of the specialized activities of human resources, including applicant tracking, performance management, compensation planning, employee relations, learning management, and other specialized operational HR activities or activities facilitated by HR. Systems are almost never the missing ingredient when it comes to HR — the problem is that the systems required for people analytics to operate efficiently are different.

The operational systems described in the paragraph above are designed primarily to serve the transactional needs of HR, not the reporting or analysis needs of people analytics. Sure, each system may have a front-end reporting interface to provide access to data in the systems directly; however, these interfaces leave much to be desired. In most cases, the standard reports available from transactional systems are just lists of people or facts and most of the time you have too little control over what goes into those reports. These lists of facts are necessary but not sufficient for the analyses you need. Transactional systems are not designed to perform the core tasks of analytics.

Here are just a few examples of the tasks necessary for analytics that transactional systems are generally not designed to do: 


	Provide control over workflow functions like extract, transform, load (ETL) from and to other data environments — how you move data to or from other data sources and join them, in other words.

	Provide control over how you add or remove data elements on a report and how you group data.

	Provide control over what calculations you perform and how you perform calculations.

	Allow you to construct custom datasets to perform statistics operations like correlation, chi-square, multiple regression, t-tests, and so on.

	Provide control of the design of graphs for reports.

	Provide business users a central location for all of the information relevant for them to manage their teams. (Believe me, you don’t want to have to tell business users they have to go to four different systems to pick up data on different topic areas.)



As a result of the reporting and analysis deficiencies of the transactional HR systems, data-minded professionals serving sub-functions of HR create makeshift reports, dashboards, and analysis in desktop tools like Tableau or Excel to serve needs not met currently by the transactional systems. For example, if the reporting needs of Recruiting have not been picked up by a centralized HR reporting team, then the Talent Acquisition team may hire their own analyst to build reports on the recruiting process. The reports the analysts in Talent Acquisition build may speak only to the data from the applicant tracking system (ATS), which serves the operational needs of the Recruiting function. The Talent Acquisition analyst may have no access to data in other HR systems and will likely have no insight or interest into how all the data from the different environments fit together.

Aside from the sub-HR-function splintering of analytics effort I describe in the paragraph above, many companies are large enough that you also find a splintering of effort between divisions of the company. For example, executives and HR professionals serving the Sales division may acquire their own analysts and the Research & Development division may form another. At another company, the split may be by geography or by business line. At a very large, complex company, the splits may be all of the above and more.

The splintering of analytics activity leads to a number of duplicative tasks being performed in different places of the company without awareness of the work being performed by others. Often the same tasks are repeated by different people that could be more efficiently handled in one common data environment and then split out for their needs or modification. Inefficiency is the problem you find if you have missed the systems part of the four S’s of people analytics.

More importantly, the problems you're trying to understand and resolve with data may actually cross functional or divisional boundaries — the splintering makes it so that you cannot see the insights that cross functional boundaries. Inevitably, problems may be resolved in one part of the company and just pushed to another or a solution may remain elusive to you forever because you're not able to bring a more universal data perspective together.

[image: Remember] People analytics can be cobbled together and performed using borrowed systems and scraps of data; however, this can only be a short-term solution. If you have a lot of people performing a lot of tasks on data in an inefficient (and overall ineffective) manner, your chances of long-term success are slim. United you stand, divided you fall. This is why you should try to get your systems house in order by creating a centralized people analytics data environment that brings together multiple data sub-domains and data management functions into one common area.



Pitfall 6: Not Involving Other People in the Right Ways

What if you built a data dashboard and nobody showed up to use it? The users are what will make your data dashboard a success or failure. There are lots of reasons why users may not flock to the tools you roll out. First and foremost, if the data dashboard doesn’t add value to their job, they won’t use it; it may be as simple as that. It also may be that they access the information from time to time but not on a regular basis — they don’t log into the system frequently enough to remember how it could be helpful to them or be comfortable operating in that environment to enjoy it.

Rather than start with data that may or may not have any value, start by getting away from your desk to understand better the world of the people you support. Ask questions about production, sales, and other processes. To help other people, you need to understand what those people do, what their pain points are, and what success looks like to them. Armed with that information, you can connect them with an analysis or a report to help them do what they do better.

While it is good to meet with end users early in the process, at the same time you must realize that you can’t expect people to be able to translate their needs to you into the language of dashboard and analysis design. You should not simply walk in and ask them what they want to see on a dashboard. More often than not, they'll simply describe something they have seen before. Unfortunately, this may not be the best report or analysis to help them solve their problem — and you won’t find this out until you build what they asked for and discover they aren’t using it. Contemplating what went wrong you may think, “but this is what they asked me for.” Absent a deliberate strategy of interaction with end users from beginning to end, this disconnect will happen a lot.

[image: Remember] People analytics is new. Despite a lot of head nodding, keep in mind that most people don’t know what people analytics is (or is capable of doing), let alone what kind of analysis could help them right now. Figuring out what other people need should be your area of expertise. Your job is not to take specific report and analysis design instructions from them, and their job isn’t to give you specific report and analysis design instruction. Their job is something else. Your job is to elicit from them an understanding of what their job is and what business problems they are solving right now and then design a reporting or analysis solution that will help them do it better.

After you have met with people to talk about what they do, the next thing you should do is create a prototype data analytics solution. In this context, a prototype is a subset of the total solution, where the scope is narrowed down to a few of the most important data elements and/or company segments. At its core, a prototype usually consists of a limited dashboard or analysis solution combined with a stripped-down version of one or more end-user tools that visualize the data. A prototype is a great way to get a reaction, flush out uncertainties, model the challenges that will be found in working with a particular dataset at full-scale implementation, and get people involved along the way for what’s ahead.



Pitfall 7: Underfunding People Analytics

If your hired to head up people analytics and find out you have no budget, don’t feel bad. You aren’t the first, and you won’t be the last. Whether it makes sense to quit now or ride it out and fail later depends on your own personal circumstances. One thing is certain: if you don’t communicate clearly and honestly about the level of expectations others have for what they hope to achieve from people analytics versus the level of support and resources provided to you to achieve those results, then your efforts will fail.

Full-time people analytics professionals have a notoriously high incidence of burn out because people analytics crosses every department in the company, every sub-function of HR (Recruiting, Compensation, Benefits, Payroll, Employee Relations, Learning & Development, Organization Design, Diversity, and so on) and requires data from many different systems (ATS, HRIS, Compensation Planning, Performance Management, and more). Before you know it, you’re getting requests from the chief human resources officer, division vice presidents, mid-level managers, head of HR sub functions, and people you haven’t even heard of before.

If you can’t get resources to build a scalable data environment and you can’t keep up with report demand, then something is clearly out of whack. Obviously what you are doing must be important or you wouldn’t be getting hit with all these report requests, and yet how then can it not be important enough to invest in the proper data, systems, and support? I have always felt that having too many people coming to you for reports is a better problem to have then not having any, but that being said you will need to navigate this situation carefully or you might just end up going under.

[image: Remember] Don’t let enthusiasm for the work of people analytics get in the way of making rational decisions about what you can reasonably deliver. It is a natural tendency to get excited that others are asking for your help and say yes to everything. Resist this tendency. You should think long and hard before you take on a project. Here are some considerations: 


	Does this project offer enough business value to justify the effort?

	Are you considering the relative value of this project to other projects that will inevitably receive less of your time and attention if you take on the new project?

	Do you truly have what you need to be successful for this new project?

	What is the person asking for the analysis or report from you willing to do to help you be successful?



There are some things you can do that will help you: 


	Be blunt about the time and resource realities you face.

	Create a transparent prioritization system. Point to this. Use it.

	Request that the people who need something from you do something for you, too. This could be as simple as becoming an advocate for people analytics and you in the company or it could involve them becoming a project sponsor or member of the people analytics task force. Whatever it is, make sure they pay you back.





Pitfall 8: Garbage In, Garbage Out

Garbage in, garbage out (GIGO) describes the concept that flawed input data produces flawed output or “garbage”. If you have questionable data feeding into your dashboards and analysis, then their output won’t be worth a pile of rotten tomatoes.

If there were ever a poster child for a garbage-in-garbage-out statement, it’s the realm of HR data. Data quality is an ongoing problem in all analytics but especially when there’s people data involved. People and their reporting relationships are in a constant state of change; so are the data entities that represent them. That can create confusion and headaches.

For example, if you implement a data dashboard to work with the latest organization hierarchy definition, what will happen when you need to look at historical records when the company had a different organization hierarchy structure? Nothing can destroy the credibility of a reporting or analysis initiative faster than not being able to explain the numbers you get back.

Source data is not a fix-it-and-forget element. Managerial and organizational changes are not just a problem in past data. Organizational changes are constantly happening, so you have to continue to be on the lookout for changes that are occurring anywhere in the company: reorganizations, manager changes, acquisitions, divestitures, and name changes can happen at any time. How do you recognize when you are getting bad results? And if you do recognize a problem, can you trace it to its source? Imagine if one of the operational data sources feeding your data environment breaks and a field that your extract, transform and load (ETL) process uses as a primary key fails to come through. Suddenly everything is wrong on downstream reports. If there is no data check alert designed in the data process, you’ll have no way of knowing that this problem is happening until someone opens up a report in a meeting and says, “this is wrong”. A meeting is not a place where anyone wants to find a problem they can’t explain.

[image: Remember] You might be surprised to learn this, but most executives only know the units they manage. This means they have no visibility into the complexities of the company beyond their bailiwick and no awareness of the history of changes across the units of the company for which they do not have direct responsibility. It may be that nobody before you has attempted to report on all of the units of the company as a complete, coherent picture over time. You also may find that some divisions define organization units by manager, some by financial cost centers, others by location, and others by something else entirely. You have to facilitate agreement on a method of arranging organizational structure to report on the company and its many pieces that represents how the company really operates, but that also maintains data integrity and efficient data processing as a whole.

On top of the problem of complexity and change endemic to people you also have to deal with HR system complexity. Most companies use different systems for applicant tracking, human resource information systems, performance management, compensation planning, and other transactional human resource management needs. Even if all of those transactions are performed in one system, you still likely have several payroll and benefits partners, with each one also having their own systems to contend with. Different system owners apply different business rules and often show no interest in maintaining data entry and corrections for data elements they have little need for. Since their job is transactions, they are on to the next transaction — they could not care less about the data for transactions they have completed in the past.

Piecing together the data picture as a whole — gathering the entirety of current business rules and naming conventions — is a challenging exercise. In facing this challenge, I offer the following three pieces of advice: 


	Pick a topic that really matters and start slowly. Make sure you can do a few things well before you sign up to do more things.

	Plan ahead for confusion and change by creating visibility and flexibility in your master set of metric definitions, data hierarchies, and data relationships.

	Whenever planning for a project, you need to include time to audit, analyze, and (if necessary) fix the data at the source if at all possible.



Perhaps the most important advice I can give you in all of this book is that you need to carefully to pick the metrics and analyses you're going to focus on based on what will offer the company the most value. If you try to mine the whole of HR data your company has, hoping to aimlessly find something of value, you are going to end up in a world of pain fast. It is just impossible to keep everything perfect all the time and even if you could do that it will be a waste because most of the data you have perfected will go unused anyway.



Pitfall 9: Skimping on New Data Development

Data is the lifeblood of people analytics. Transactional HR systems are designed to speed up operational HR processes; if they produce data on the side, that is more or less accidental. Data from transactional systems is necessary for people analytics, but data produced by these transactions is limited to only a certain range of insights. Failing to understand this fact will limit the value you can derive from people analytics. Here are a few tips that will help you create new data to crank out new insights. 


	Budget for new data development. Neither HR or IT (or even specialized Analytics departments) do a good job at budgeting for investment in collecting new data or in acquiring subscriptions to new external data sources. Consider having a slice of your budget set aside just for new data development. You might include sending people to conferences to look for ideas for new data sources or interview other people working in the field of people analytics about the data that have proved most valuable to them. In any event, make sure you have a budget — and use it.

	Never miss a chance to get important new data. Creating data is something to keep in the back of your mind at all times. Because there are so many different ways to approach this, all I can do is throw out some examples. If you interview candidates and make some decisions about them, why not record this information in a structured way so that, over the long term, it can be analyzed as well? If you have a new hire fill out a form for some information required by rule or law, why not also collect a few pieces of information that will be valuable to you for analysis reasons? If it takes them only 30 seconds longer to provide you with a few additional details and they already had to stop what they were doing to meet the regulations, then why not? You have employee addresses for other reasons, so why not use this data in conjunction with a public data source to calculate commute time? Speaking of public data, did you know that the U.S. Department of Labor maintains a database of the number of people in a particular zip code by job classification, by ethnicity, by gender and so on? You may talk about diversity, but do you really know if the percentage of people you hire by job classification is proportional to what you can expect in the population? Did you even know that the data you need to answer this question exists? When you deliberately think about the types of data you can use in people analytics, you will find there is an endless variety of surveys, personality inventories, tests, subscription benchmark data sources, and so on, which represent new data sources that can augment your existing people analytics efforts to produce new insights.

	Reinvest time. By tradition or lack of imagination, most people analytics capabilities are focused on producing more efficient outputs. For example, data warehousing tools, data management tools, and data visualization tools are all geared towards more efficiently producing insights that people have previously produced manually in rudimentary applications like Excel. The movement to more scalable and efficient analytics systems is valuable in itself, but it cannot by itself produce new insights if it is simply answering the same questions with the same data. I suggest you take some of the time or money saved by moving to more efficient tools and set it aside for new data development. Simply look at the time people used to spend in Excel before implementing the new automated reporting environment for the same metrics. Allocate some of the time or money saved to obtain or design new data collection instruments that can produce new metrics. Deliberately putting time and money into developing new data sources to go into your people analytics effort will drive more value out of your people analytics effort in the end.





Pitfall 10: Not Getting Started at All

The list of possible pitfalls for people analytics is long, as is the list of excuses used to not getting started.

Anything worth doing requires hard work and carries a certain amount of risk. What you have to decide is whether you believe that your company can make better people-related decisions continuing with the old way or whether trying to make things better with data is more likely to give you predictable, repeatable successes.

The reality is that both options come with pitfalls and risk. Regardless of whether you choose to use or ignore data in your decision making, your company can’t avoid making decisions. The part you can control is how well you equip yourself to make good ones. People analytics will serve you well, but to do so you must get started. So, get to it!
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